Gesturing on the telephone: Independent effects of dialogue and visibility
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Abstract

Speakers often gesture in telephone conversations, even though they are not visible to their addressees. To test whether this effect is due to being in a dialogue, we separated visibility and dialogue with three conditions: face-to-face dialogue (10 dyads), telephone dialogue (10 dyads), and monologue to a tape recorder (10 individuals). For the rate of gesturing, both dialogue and visibility had significant, independent effects, with the telephone condition consistently higher than the tape recorder. Also, as predicted, visibility alone significantly affected how speakers gestured: face-to-face speakers were more likely to make life-size gestures, to put information in their gestures that was not in their words, to make verbal reference to their gestures, and to use more gestures referring to the interaction itself. We speculate that demonstration, as a modality, may underlie these findings and may be intimately tied to dialogue while being suppressed in monologue.
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Introduction

Conversational hand gestures are those that accompany and illustrate speech. Speakers improvise these gestures along with their words, so that words and gestures are coordinated in both timing and meaning. This spontaneity and synchrony distinguishes them from emblems, which are stereotypic hand signals typically used in the absence of speech, and from adaptors (e.g., scratching). Even casual observation reveals that speakers often gesture when talking on the telephone. This phenomenon is more than a curious oddity, because it has been central to the ongoing debate about the communicative nature of conversational hand gestures. One important method for investigating whether or not gestures have a communicative function has been to vary visibility between speaker and addressee (Alibali,
Clark (1996, pp. 9–10) enumerated 10 features of face-to-face dialogue, which make face-to-face dialogue unique. For example, Clark (1996, pp. 9–10) enumerated 10 features of face-to-face conversations, a combination that does not occur in any other form of language use; see Table 2. However, while no other format for language use has all 10 of these features, a spontaneous dialogue on the telephone comes very close. The participants can hear each other with no perceptible delay; their messages fade rapidly and leave no record; they both can act at once and (if they choose) simultaneously; they act extemporaneously and are not scripted or playing a role. The only differences are that they are not in the same physical environment and cannot see each other. In contrast, talking into a tape recorder has only three of the 10 features; see Table 2. If a dialogue on the telephone is similar in so many ways to a face-to-face dialogue, and if (as Clark, 1996, proposed) gesturing is integral to face-to-face dialogue, then speakers may continue to gesture in telephone dialogues. Even participants giving descriptions to a hypothetical addressee gestured frequently (Bavelas, Kenwood, Johnson, & Phillips, 2002), so it is plausible that speakers would also gesture when talking to a real and responsive addressee whom they cannot see.

In brief, the presence of dialogue may have an effect on speakers’ gesturing, independent of visibility. There is some suggestive evidence for such an effect in two previous experiments. In addition to face-to-face and intercom conditions, Cohen (1977) had a tape-recorder condition in which participants ‘had an opportunity to ‘practice’ giving the directions before they actually spoke to the experimenter [face to face]’ (p. 56). During these three practice trials, their gesture per second rate was lower than in the intercom condition, as we would predict. However, there are several limitations of these findings for our purposes: First, note that the instructions (quoted above) were different for the tape-recorder condition, which was practice, whereas the face-to-face
Table 1
Summary of previous visibility experiments

<table>
<thead>
<tr>
<th>Experiment &amp;</th>
<th>Not-visible</th>
<th>Experimental design</th>
<th>Address status (and constraints)</th>
<th>Face-to-face condition</th>
<th>Not-visible condition</th>
<th>Difference</th>
<th>Not-visible/visible</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen and Harrison (1973)</td>
<td>Intercom</td>
<td>Giving directions to a location</td>
<td>Confederate (“a nonreactive role” p. 277)</td>
<td>Hand illustrators: M frequency = 8.65b</td>
<td>Hand illustrators: M frequency = 4.96b</td>
<td>p &lt; .005</td>
<td>.57</td>
</tr>
<tr>
<td>Cohen (1977)</td>
<td>Intercom</td>
<td>Giving directions between two locations</td>
<td>Experimenter (“as non-reactive as possible” p. 58)</td>
<td>Hand illustrators: M rate = 0.20 per secondb</td>
<td>Hand illustrators: M rate = 0.10 per second with addressee; M rate = .07 when aloneb</td>
<td>p &lt; .01 (for main effect)c</td>
<td>.50</td>
</tr>
<tr>
<td>Rimé (1982)</td>
<td>Partition</td>
<td>Giving opinions on movies</td>
<td>Other participants (with no constraints)</td>
<td>Communicative gestures: M frequency = 13.00 (SD = 11.80)</td>
<td>Communicative gestures: M frequency = 5.10 (SD = 6.14)</td>
<td>p ≤ .10</td>
<td>.39</td>
</tr>
<tr>
<td>Bavelas et al. (1992, Exp. 2)</td>
<td>Partition</td>
<td>Telling a personal close-call story</td>
<td>Other participants (with no constraints)</td>
<td>Topic gestures: M rate = 20.75 per min (SD = 7.69)</td>
<td>Topic gestures: M rate = 18.43 per min (SD = 8.72)</td>
<td>p = n.s.</td>
<td>.89</td>
</tr>
<tr>
<td>Krauss et al. (1995, Exp. 1 and 2)</td>
<td>Intercom</td>
<td>Describing synthesized sounds and graphic designs</td>
<td>Confederates (“not to interrupt the descriptions or to ask questions,” “giving limited feedback” p. 541)</td>
<td>Interactive gestures: M rate = 4.38 per min (SD = 2.38)</td>
<td>Gestures: M rate = 14.13 per min (SD = 7.15)</td>
<td>Gestures: M rate = 11.53 per min (SD = 7.80)</td>
<td>p &lt; .0001</td>
</tr>
<tr>
<td>Alibali et al. (2001)</td>
<td>Partition</td>
<td>Retelling a “Tweety and Sylvester” cartoon</td>
<td>Other participants (“listen carefully” for later recall but “not to ask questions” p. 174)</td>
<td>Representational gestures: M rate = 14.82 per min (SE = 1.72)</td>
<td>Representational gestures: M rate = 8.37 per min (SE = 1.18)</td>
<td>Beats: M rate = 7.42 per min (SE = 1.27)</td>
<td>Beats: M rate = 5.91 per min (SE = 1.08)</td>
</tr>
<tr>
<td>Emmorey and Casey (2001)</td>
<td>Partition</td>
<td>Directing addressee where to place blocks in a spatial puzzle</td>
<td>The experimenter (“said very little” and “only occasionally asked for clarification” p. 38)</td>
<td>Gestures: M frequency = 45b</td>
<td>Representational gestures: M frequency = 18b</td>
<td>Difference</td>
<td>p = n.s.</td>
</tr>
</tbody>
</table>

a We have not included two other experiments that manipulated visibility: Mahl (1961) reported a visibility effect with no quantitative documentation, and Gullberg’s (2006) experiment was designed for other purposes and included only gestures referring to people.
b No SDs reported.
c Differences between pairs of conditions not tested statistically.
d Proportion derived from the rate of gesturing in the non-visible condition divided by the rate in the visible condition.
and intercom conditions were actual test trials. Second, the tape-recorder participants were to keep the experimenter in mind; we will discuss the effect of an implicit audience below. Finally, there was no statistical comparison of the intercom to tape recorder condition, which differed in dialogue but not visibility.

In an experiment on listeners’ conversational (non-emotional) facial displays, Chovil (1989, 1991) used more comparable conditions, which separated dialogue and visibility by having addressees listen to a close-call story face to face, on the telephone, through a partition, or from a tape recording. Listeners used significantly fewer facial displays in the tape-recorder condition than in any of the three dialogue conditions, even those in which the speaker in the dialogue was not visible (i.e., the telephone and partition conditions). In the present experiment, we separated visibility and dialogue by creating three conditions: (i) two participants talking face to face (dialogue/visibility); (ii) two participants talking on a telephone (dialogue/no visibility); (iii) one participant talking to a tape recorder with no addressee at all (monologue/no visibility). We proposed that the dialogue variable itself would elicit some speaker gestures and therefore predicted that the two dialogues (face-to-face and telephone) would have a higher rate of gesturing than the monologue condition.

This design required a more precise definition of what we mean by dialogue vs. monologue than is readily available in the literature. Our definition of dialogue follows Clark’s, (summarized in Table 2), and we note that previous studies usually did not meet all of these criteria. That is, with two exceptions (Bavelas et al., 1992, Exp. 2; Rimé, 1982), the addressee was the experimenter or a confederate who was acting under instructions that restricted his or her behavior (Cohen, 1977; Cohen & Harrison, 1973; Emmorey & Casey, 2001; Krauss et al., 1995), or the addressee was another participant with similar constraints (Alibali et al., 2001). Arguably, such studies do not fit the criteria of extemporaneity, self-determination, and self-expression because the addressees were not acting spontaneously, not determining their own actions, nor (in the case of confederates) engaging in actions as themselves. In the present experiment, both speaker and addressee were participants, and both could interact freely and naturally within their experimental task.

Creating a monologue condition turned out to be more problematic, because there is no clear definition of what constitutes a monologue. Most approaches used public speaking as the prototype; for example, Garrod and Pickering (2004, p. 8) described monologue as “preparing and listening to speeches.” A more specific criterion seems to be whether the listener responds or not; for example, “monologue [is] speech or writing by a single person, as in a lecture or commentary; opposed to dialogue, where two people are participants in the interaction (Crystal, 2001, pp. 220–221). Clark (1996, p. 4) used similar examples but was more explicit about the audience’s passivity in a monologue: “one person speaks with little or no opportunity for interruption or turns by members of the audience.”

However, speeches differ from face-to-face dialogue in many more ways than the responsiveness of the audience or addressee, and the criterion of a nonresponsive audience does not transfer easily to a smaller setting. To illustrate the problems, we will consider here a succession of possible manipulations: First, if the essential nature of a dialogue is a responsive addressee, then a monologue could be created by an addressee who is nonresponsive (face to face or on the phone). However, there is experimental evidence (Beattie & Aboudan, 1994; Bavelas, Coates, & Johnson, 2000) that a physi-
cally present but nonresponsive or minimally responsive addressee disrupts many aspects of the speaker’s communication. Presumably these effects occur because an unresponsive addressee is unnatural or inexplicable for the speaker, and it would be difficult to disentangle any monologue effects from this confound.

To escape such confounds, a second possibility would be to leave the speaker physically alone, with no addressee. This would be, in Crystal’s terms, a soliloquy, “a literary monologue uttered by a speaker who thinks no one else is present” (2001, p. 221). However, speakers can easily speak to the camera (e.g., Bavelas et al., 1992, Exp.1) or to an implicit audience. Bavelas et al. (2002) asked participants who were alone in the room to pretend they were in a TV game show and to describe pictures to a partner who would either see or hear their description. These speakers were highly sensitive to the experimentally manipulated viewing conditions of their non-existent partner and changed their gestures accordingly. That is, when they were to imagine that the partner would see their videotape (vs. only hear their audiotape), they gestured at a higher rate and used more gestures that were not redundant with their speech. Our pilot work for the present experiment suggested that speakers who were talking to an answering machine usually spontaneously visualized an addressee—and gestured a great deal. Finally, experiments on facial displays have also shown significant increases for implicit audiences (Fridlund, 1991; Fridlund et al., 1990).

This leads to the third possibility, which is to leave the speakers physically alone but to also minimize the possibility that they would talk to an implicit audience. However, the latter cannot be achieved by experimental instruction (e.g., “Don’t think about talking to someone”) because there is substantial evidence that telling a person not to think about something is apt to backfire and increase the “forbidden” thought (Wegner, Schneider, Carter, & White, 1987; Wenzlaff & Wegner, 2000). We therefore chose a less obtrusive approach, which was to use task instructions that focused on the speaker’s individual performance and also to give them a microphone to speak into, in order to deflect their focus from the camera. During debriefing, we sought to ascertain whether they had been thinking of an addressee and dropped them from the sample if they did; see Participants, below. This was a conservative method that might not have entirely eliminated all implicit audiences and would therefore have worked against our hypothesis by making the monologue condition somewhat more dialogic. Before leaving this issue, it is worth noting that all of the above considerations bring to our attention what authors from Mead (1934) to Linell (2005) have proposed, namely, that speaking is an intrinsically social activity. If so, it may be that we can only ever approximate a pure monologue.

Visibility and gestures as a communicative resource

A second limitation of the previous literature is that the physical variable of visibility was often merely descriptive rather than conceptual or theoretical. The implied explanation for its effect is that because unseen gestures would not be useful to the addressee, speakers would withhold them, but this is a negative explanation. It is also limited to predicting effects on frequency or rate measures, and we agree with Krauss, Chen, and Gottesman (2000, p. 261) that why different gestures take the particular physical form they do is one of the most important yet largely unaddressed questions in gesture research. As shown in Table 1, only Alibali et al. (2001) and Bavelas et al. (1992, Exp. 2) have tested theories that would predict effects of visibility on gesture type or function. We will invoke a more explicit, positive, and general communicative model of gestures, one that makes a number of precise tests possible and will examine the effects of visibility on several aspects of the form or function of the gestures as well as on their relationship to words.

Broadly stated, we propose that visibility is one aspect of the speaker’s communicative context and that speakers adapt their communicative choices to the parameters of their particular communicative context. Even holding constant what they are going to convey, there may be different situational resources or constraints that determine how they can do so. Some of these situational parameters are social, for example, whether there is an addressee, as noted above, or whether the addressee shares common ground with the speaker (Gerwing & Bavelas, 2004). Other parameters are physical, such as whether the addressee can see the speaker. In the latter case, the speaker must adapt to the resources or constraints of the physical medium. Kendon (1987) proposed that a speaker will select a model of formulation, not only in the light of a comparison between its adequacy of representation and the image that it is intended to convey, but also in the light of what the current communication conditions are. These include transmission conditions as well as the impact a gestural formulation may have on a recipient as compared to a verbal formulation. (p. 90, emphasis added)

In this model, gestural and verbal formulations constitute a flexible system, which can shift roles as the transmission conditions change (see also Bavelas & Chovil, 2000, 2006; de Ruiter, 2006). Several experiments have demonstrated specific shifts between verbal and gestural representations as adaptations to the physical parameters of the communicative situation (e.g., Bangert, 2004; Bavelas et al., 2002; Clark & Krych, 2004; Emmorey & Casey, 2001; Graham & Heywood, 1975; Özyürek, 2002).
Visibility is one physical parameter that makes a number of communicative resources, such as gestures, available to the speaker. When the addressee will see the speaker’s gestures, they are available as a means of conveying information to the addressee, and there should be evidence in their form and in their relationship to the words that speakers are using them communicatively. As a corollary, when the addressee will not see the gestures, they should be less communicative in form, and speakers may rely more on words. For example, experiments by Bavelas et al. (2002) and Gullberg (2006) have shown that visibility can produce qualitative changes that make the gestures more communicative in the sense of being less redundant with words or clearer in form. We therefore predicted that, in face-to-face dialogue, when the gestures would be visible, they would not only occur at a higher rate (as shown in previous studies), but they would also be larger, less redundant with speech (i.e., more likely to convey independent information), more likely to be marked by verbal deixis, and more likely to be oriented to the addressee than to the object the speaker is describing. (It is important to point out that we were not gathering evidence about whether addressees actually use the information in the speaker’s gestures; that would require a different design than the one reported here.)

Our focus on the precise communicative context reveals that not all conditions that lack visibility are the same and that some are confounded by other variables, which led us to make several changes from previous designs. Perhaps most notably, none of the previous research designs actually used a telephone; instead, they manipulated visibility by using an open intercom between participants in different rooms (Cohen, 1977; Cohen & Harrison, 1973; Krauss et al., 1995) or a partition between participants in the same room (Alibali et al., 2001; Bavelas et al., 1992, Exp. 2; Emmorey & Casey, 2001; Rimé, 1982). We chose to use a real telephone, for several reasons. First, previous researchers obviously chose these alternative formats in order to leave the speaker’s hands free in both conditions, thereby avoiding an artificial explanation for any decrease in the rate of gesturing. Their results have shown that holding a telephone is not responsible for the reduced rate of gesturing, because the reduction occurs even when both hands are free. Given that these designs have addressed (and eliminated) that potential internal validity problem, we chose to move in the direction of external validity.

A second reason for using a telephone was to avoid other potential internal validity problems such as differences in familiarity. Talking on the telephone is not identical to talking through an intercom or partition because a telephone is a much more familiar communicative context (as is face-to-face dialogue). Most individuals in the university samples that psychologists study may talk on the phone many times a day but rarely talk through an intercom or a partition. Therefore, unlike the telephone, both intercom and partition differ from face-to-face dialogue in familiarity as well as visibility. There is also evidence for a perceived social difference between telephone and partition conversations. Chovil (1989, 1991) found that a university sample ranked telephone and partition conversations differently on sociality, defined as “how close people would feel in the situation and how easily the people would find it to converse with each other” (p. 149). The average sociality ranking was highest for face-to-face dialogue (2.81), followed by telephone dialogue (1.81), then dialogue through a partition (1.28), and least for a tape-recorder monologue (.14). Moreover, these independent sociality ratings accurately predicted the rate of listeners’ communicative facial displays, which was significantly lower through a partition (even with the speaker present in the same room) than in a telephone dialogue with participants in different rooms. If perceived sociality also affects the rate of conversational gestures, then the previous studies with a partition had a potential confound that could account, at least in part, for the lower rate of gesturing.

The main concern about using a real phone is that having only one hand free might reduce the rate or qualities of gesturing, independently of any visibility effect. Our pilot work suggested that holding a telephone did not reducing gesturing, and we took several steps in the present experiment to ensure that there would be no effect on the dependent variables: Our experience in analyzing gestures has shown that, while speakers often make symmetrical gestures that involve both hands, they rarely make simultaneous different gestures with different hands. Our stimulus was highly symmetrical (see Fig. 1), and, in all of our operational definitions, we ensured that gesturing the same feature with one hand versus two hands did not affect the measure; see Analysis, below. That is, having only one hand free could not, in itself, affect our quantitative (rate) or qualitative (e.g., size) measures of gestures.

In any case, the results of previous studies are available as a comparison that would reveal whether the telephone itself caused a further reduction in the rate of gesturing, over and above the lack of visibility. As shown in Table 1, the previous visibility studies varied widely in the absolute frequency or rate of gesturing that they found, probably due to task and other differences. However, for each study, the frequency or rate of gesturing in the not-visible (partition or intercom) condition was a surprisingly constant proportion of the face-to-face condition. In spite of a wide range of definitions and methods of analysis, these proportions clustered around .50 and did not go below .39. Therefore, if physically holding the telephone does indeed further suppress the rate of gesturing, we would find a proportion below .39; that is, our telephone condition would have an even
lower rate relative to the face-to-face condition than in the previous, hands-free studies. On the other hand, if we were to find a proportion in the same range as previous studies, it would then be hard to suggest that holding a telephone was a confound producing an artifactual reduction in the rate of gesturing.

A corollary design decision was what to do in the case of the tape-recorder condition. A hand-held microphone was a good choice for two reasons. As noted above, speaking into a microphone was an important part of the creation of a monologue. Also, because the most important comparison was between the telephone and tape-recorder conditions, which differed on the new variable of dialogue versus monologue, these should be otherwise as alike as possible. Therefore, the speakers in the tape-recorder condition used a hand-held microphone, so that they too would have one hand occupied.

Finally, the speakers’ communicative conditions include not only their physical or social medium but what they are talking about, for example, whether the assigned topic was conducive to gesturing or not. As shown in Table 1, previous studies used stimuli that ranged widely in gestural encodability from giving spatial...
directions or describing highly visual material (Alibali et al., 2001; Cohen, 1977; Cohen & Harrison, 1973; Emmorey & Casey, 2001; Krauss et al., 1995, Exp.1, design stimulus) to close-call stories, which often elicit gesturing (Bavelas et al., 1992, Exp.2) to abstract topics such as giving opinions on movies (Rimé, 1982) to completely nonvisual material (Krauss et al., 1995, Exps. 1 & 3, sound and taste stimuli). Three previous studies have shown a significant effect of stimulus characteristics on gesture rates (Bavelas et al., 2002; Cohen, 1977; Krauss et al., 1995). Therefore, to avoid curtailment of range that would obscure experimental effects, we used a visual stimulus that could elicit a high rate of gestures.

**Design, measures, and hypotheses**

The participants described a complex picture of an 18th century dress (Fig. 1) in one of three conditions: face to face with another participant who could not see the picture; on the telephone with another participant who could not see the picture; or to a tape recorder with no addressee. In the first two conditions, the task was explicitly dialogic: the speakers needed to describe the picture well enough that their addressee could later pick it out of a group of similar pictures; the addressee could speak freely and ask questions. In the third condition, the focus was as monologic as possible, with the emphasis on the quality of individual description the speaker could record.

We assessed the rate of all gestures and the rate of gestures specifically describing the picture (topic gestures); the latter excluded gestures that served other functions. If visibility were the only controlling variable, then the rate of gesturing in the telephone and tape-recorder conditions should be significantly different from the face-to-face dialogue condition and the same as each other. If, as we propose, dialogue also has an additional, independent effect on the speaker’s production of gestures, then the rate of gesturing in the telephone condition should be higher than in tape recorder condition; that is, dialogue should produce more gestures than monologue even when visibility is the same.

Because we propose that adaptation to communicative context is the basis of a visibility effect, we also predicted differences in the communicative qualities of the gestures, namely, their form and relationship to words. Gestures in the telephone and tape-recorder conditions should be different from face-to-face gestures and similar to each other. That is, although speakers on the telephone would gesture at a higher rate because it is a dialogue, they would not use their gestures to communicate to an addressee. Therefore, the following aspects of gestures should show an effect of visibility but not of dialogue. Note that although most of these measures of a gesture’s form and its relationship to accompanying words were initially nominal, we converted all of them to parametric variables by using each speaker’s rate, average, or proportion (see Analysis section for full details).

The first measure of form was the average size of the speaker’s gestures, ranging from the scale of the picture (which was on a laminated 8.5 in. x 11 in. sheet) up to life-size, that is, on the scale of the speaker’s own body. Gestures that were life-size would take more effort but would also be an excellent communicative resource if the addressee could see them in relation to the speaker’s body, whereas such gestures would not be useful in the telephone or tape-recorder conditions.

The other two aspects of form focused on how the speaker oriented his or her gestures. A gesture could be oriented to the picture that the speaker was describing, for example, pointing at the picture or even touching or tracing features directly on the picture. These picture-oriented gestures might be of assistance to the speaker but would be of little help to the addressee, even in the face-to-face condition, because the addressee could not see what the speaker was pointing at in the picture and often could not see the gesture itself because it was behind the raised picture. Indeed, the visible presence of an addressee who needed the information might socially inhibit such self-focused actions. Other researchers have noted differences between gestures that seem directed towards the addressee and ones that are either explicitly speaker-directed (e.g., hidden from the addressee; Melinger & Levelt, 2004) or implicitly speaker-directed (e.g., less available to the addressee; Furuyama, 2000).

A contrasting form could occur when the speaker oriented a gesture directly at the addressee (i.e., in the vertical space between them and either pointing or moving the hand toward the addressee). These interactive gestures (Bavelas, Chovil, Coates, & Roe, 1995; Bavelas et al., 1992) do not convey substantive content (such as information about the picture) but instead support the process of interacting in face-to-face dialogue (e.g., marking information as given or new, or requesting evidence of understanding). Three previous experiments have shown that interactive gestures were highly sensitive to communicative context: Their rate was significantly higher in face-to-face dialogue than when the speaker was alone (Bavelas et al., 1992, Exp. 1). The rate was also significantly higher when two participants were in face-to-face dialogue than when they spoke face-to-face but in alternating monologues (Bavelas et al., 1995, Exp.1). However, the addressee also had to be able to see these gestures, because they decreased significantly when a dialogue occurred through a partition rather than face to face (Bavelas et al., 1992, Exp. 2). Therefore, we would predict an overriding visibility effect, with the rate of gesturing being higher in face-to-face dialogue than in either the telephone or tape-recorder conditions, that is, when the addressee would not see the interactive gestures.
Finally, we examined two aspects of the relationship between a gesture and the concurrent words. The first was the use of verbal deictic expressions that referred to the gesture, such as *like this* or *down here*. Several researchers (Bangerter, 2004; Bavelas et al., 2002; Clark & Krych, 2004; Emmorey & Casey, 2001) have analyzed speakers’ use of such deixis and found a visibility effect: verbal deixis was less frequent when the addressee could not see the gesture to which the deictic referred, which we would expect to replicate here. A second strong evidence that transmission conditions affect the use of gesture is whether the gesture is redundant with the words or, instead, conveys unique information about the referent. Slama-Cazacu (1976), Kendon (1987), Clark (1996), Bavelas and Chovil (2000, 2006) and de Ruiter (2006) have all proposed that gestures and words are an integrated system. Emmorey and Casey (2001) and Melinger and Levelt (2004) found that gestures often expressed information that was omitted in speech, that is, gestures were not simply redundant with speech. Bavelas et al. (2002) found that speakers used significantly more non-redundant gestures even when they were talking to an imaginary recipient who would see their videotape rather than only hear their audiotape. Therefore, speakers in the face-to-face condition should use more nonredundant gestures than in the other two conditions.

Table 3 summarizes our predictions for the effect of visibility and dialogue on the seven dependent variables.

### Method

#### Participants

Sixty-one first-year psychology students signed up online and participated in return for one bonus mark (0.5%) towards their course grade. They knew they would be videotaped during the experiment (either alone or with another participant) and that they would control access to their video. We excluded and replaced a total of 11 participants (three dyads and five individuals) from analysis. In two of these dyads and one of the tape-recorder conditions, the speaker explicitly reported trying not to gesture. In one dyad, the experimenter made a procedural error. Finally, four individuals in the tape-recorder condition were excluded because, during debriefing, they answered affirmatively when the experimenter asked whether they had imagined talking to someone (e.g., the experimenters). We also examined all audiotapes in this condition for language that implied an addressee (e.g., saying “Sorry” for an error or “You know”). The five individuals who reported an implicit audience were the only ones to use such language. (These five included the one who had already been dropped for trying not to gesture; he had also reported treating the situation “like a job interview.”) The final $N$ was therefore the planned 50 participants: 20 participants in the face-to-face condition (forming 10 dyads), 20 in the telephone condition (10 dyads), and 10 individuals in the tape-recorder condition. These 50 participants gave us 30 speakers to analyze, 10 in each condition.

We randomly assigned the order of the three conditions at the outset. An exception would occur when one participant did not arrive for a pre-assigned dyadic condition, in which case the individual who did come was re-assigned to the tape-recorder condition. To avoid any possible temporal effects, we replaced the missing dyadic condition as soon as possible. Because our sign-up procedure prevented participants from knowing whether they were going to be in a dyad or alone, participants in all conditions were drawn from the same population (i.e., individuals who expected to be either alone or in a dyad and would actually show up at the experiment). In the dyadic conditions, we randomly assigned the roles of speaker and addressee.

### Table 3

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Face-to-face</th>
<th>Telephone</th>
<th>Tape recorder</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All gestures</td>
<td>Highest</td>
<td>High</td>
<td>Lowest</td>
</tr>
<tr>
<td>Topic gestures</td>
<td>Highest</td>
<td>High</td>
<td>Lowest</td>
</tr>
<tr>
<td><strong>Form of gestures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>Largest (life-sized)</td>
<td>Small (picture-sized)</td>
<td>Small (picture-sized)</td>
</tr>
<tr>
<td>Picture-oriented</td>
<td>Lowest</td>
<td>Higher</td>
<td>Higher</td>
</tr>
<tr>
<td>Interactive</td>
<td>Highest</td>
<td>Lower</td>
<td>Lower</td>
</tr>
<tr>
<td><strong>Gestures’ relation to words</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion with deictic</td>
<td>Highest</td>
<td>Lower</td>
<td>Lower</td>
</tr>
<tr>
<td>Redundancy</td>
<td>Lowest</td>
<td>Higher</td>
<td>Higher</td>
</tr>
</tbody>
</table>
Equipment

Our Human Interaction Laboratory was equipped with four remotely controlled, tightly synchronized Panasonic WD-D5000 color cameras and two special effects generators (a Panasonic WJ-5500B overlaid on a customized Panasonic four-camera system). We used three cameras, configured in split-screen; see Fig. 2. For the telephone condition, the speaker used an ordinary hand-held telephone, and we tapped the telephone audio directly into the video system so that both participants were audible on the videotape. For the tape-recorder condition, we used a portable tape recorder and a hand-held microphone; however, the analysis used the synchronized audio from their videorecording. We digitized the analog video into AVI format using Broadway ProDVD (www.b-way.com) and analyzed the digitized data on an 18-in. ViewSonic GS790 color monitor, using Broadway.

Materials

The stimulus was a black-and-white picture (approximately 8 1/2 x 11 in.) of a very elaborate eighteenth-century dress (Blum, 1982, p. 14; see Fig. 1), which was laminated to a cardboard sheet and presented in a manila folder. The instructions for the task were printed on the outside of the folder. The speaker removed the picture and stood it in a clear plastic stand so that it would not be visible to the addressee in the face-to-face condition. There was an additional stimulus (a geometric maze), which we prepared in the same manner as the picture of the dress but which was not part of this experiment and was not analyzed. For the addressees’ test, we created a large placard with four digitally edited versions of the same dress, one of which was identical to the original picture.

Procedure

In all conditions, there were two experimenters, one to conduct the experiment and another to handle the video equipment. Before recording began, the participants consented in writing to being videotaped. The experimenter then gave instructions at the outset for all of their main tasks, which were getting acquainted (or, in the tape-recorder condition, describing oneself) and then describing two pictures. (After these tasks,
the participants changed roles and received instructions for some unrelated pilot tasks.) The instructions for the main tasks were given only once at the beginning for all conditions, primarily in order to make the tape recorder condition as asocial as possible. That is, repeated interactions with the experimenter might increase the sociality of that condition. To prevent problems with remembering task instructions, there was a written copy of the instructions for the later tasks on the outside of the stimulus folder. At the conclusion of the experiment, the participants received an explanation of the study, asked any questions they had, and viewed the videotape of their participation. We then asked them to indicate, in writing, various levels of permission to view the data (e.g., permission to view for analysis only, to show to professional audiences, to reproduce as still photos in journal articles, etc.).

**Face-to-face condition**

After the participants had consented to being videotaped, they received instructions for their three tasks. First, they were to have a brief getting-acquainted conversation, spending approximately three minutes discussing their academic interests, hobbies, hometown, or whatever they chose to talk about. Then the speaker was to describe two different pictures, in counterbalanced order. The instructions emphasized that this was a dialogue. The experimenter asked the assigned speaker to take “the picture of an 18th century dress” out of the folder, place it in the stand so that the other person could not see it, and then describe it “to the other person, in the clearest and most detailed way that you can.” The experimenter emphasized that they could “talk and ask questions whenever you need to” and that, when the addressee had a good idea of what the dress looked like, he or she would then have to choose this dress from pictures of four dresses. When the speaker and addressee felt they were finished talking about the dress, they announced that they were done. Then the experimenter re-entered, presented the addressee with the four dress options, and the addressee selected the dress that had been described. The choices were intended to be easy, and all addresseses in this condition made the right choice. The speaker did not see the four options. The next task followed exactly the same procedure, but with a picture of a geometric maze. After these three tasks, the participants did two more tasks that were part of a pilot study.

**Telephone condition**

The procedure, tasks, and instructions were the same as the face-to-face condition except that, following the experimenter’s instructions to both participants in person, the speaker stayed in the laboratory to be videotaped, while the experimenter took the addressee into a nearby office, connected them by telephone, and waited outside the office. When they were finished with getting acquainted and the speaker had described the dress, the addressee informed the experimenter, who presented the four options as above. One participant made the wrong choice, but we still told her that her choice was correct; again, the speaker did not see the four options. The participants then continued with the other (counterbalanced) picture. After this, the speaker and addressee changed places and did the pilot tasks on the telephone.

**Tape-recorder condition**

Participants in this condition arrived alone and spoke into an audio recorder with a hand-held microphone. To replace the getting-acquainted component of the dyadic conditions, we asked these participants to introduce themselves into the tape recorder (giving information about their academic interests, hobbies, etc., as in the other two conditions). They then took the picture of the dress (or maze) out of the folder, propped it up in the stand, and were to describe it “in the clearest and most detailed way” that they could. When they were finished, they repeated the procedure with the other picture, as above. As described earlier, their debriefing also included questioning about whether they had been talking to an implicit audience. Although this procedure screened out the clearest cases, all speakers knew they were being videotaped, so there was an implicit though muted audience in all three conditions, in the sense that the cameras and whoever would see the tape were overhearers (Schober & Clark, 1989).

**Analysis**

**Data preparation and reliability procedures**

Two individuals prepared and checked a transcript of the words of both participants in each description of the dress. At least two independent analysts were responsible for all of the analyses described below, using formal definitions and detailed guidelines (available from the first author). Reliability was assessed at two levels: First, during analysis, we aimed for analysts to agree on each gesture they located, so their initial reliability for these nominal decisions was percentage agreement (e.g., all agreements on individual gestures, divided by all agreements plus all disagreements, aggregated across all gestures of all speakers). Any disagreements were resolved either by the pair of analysts or by the research group. Second, because the ultimate dependent variables used in statistical analyses were the rates, averages, or proportions of all gestures made by each speaker, we also assessed reliability for these parametric data using \( r \) (e.g., the correlation between the two analysts for the
rate of gesturing they found for each speaker). The
difference between these two levels of reliability is that
rates, averages, or proportions yield one number per
speaker and do not require that analysts agree on partic-
ular gestures, as long as they arrive at similar aggregate
numbers for a speaker. Indeed, two analysts need only
agree about the relative (and not absolute) figures per
speaker in order to correlate highly. Our initial percent-
age agreement is therefore a more demanding and sensi-
tive assessment of the reliability of analytic decisions. As
will be seen below, both levels of reliability were high for
all measures.

Rate of gesturing

The traditional dependent variable is the number of
gestures divided by speaking time, or rate of gestures
per minute. An alternative measure, the rate of gestures
per 100 words (of the speaker), adjusts for differences in
speaking rate, and we will report both here. In any case,
both rates start with counting the number of gestures
each speaker made. We identified gestures using McNeill’s
definition of a gesture stroke, that is, by identifying the
meaningful part of the gesture that was synchronized
with the accompanying speech (McNeill, 1992, p. 83).
Each analyst located each gesture that the speaker made
while describing the dress, which required two successive
decisions. First, the analysts needed to differentiate
between meaningful movements (i.e., gestures) and
non-meaningful ones (i.e., adaptors), thereby eliminat-
ing from further analysis any noncommunicative move-
ments such as rubbing the arms, pushing back hair, etc.
We did include movements related to the picture, such as
pointing or tracing. Second, because gesture strokes
often occurred in virtually continuous succession (i.e.,
without retraction to a resting position), each analyst
had to decide whether any sequence of contiguous ges-
tures was a unitary whole or separate strokes. Some-
times, as in the following example, gesture strokes
were separated by brief, post-stroke holds; in these cases,
their timing would separate them. For example, Fig. 3
shows the actions of one speaker as he described the
shape of the skirt; underlining indicates where his ges-
tures occurred in relation to his words:

“It just juts completely out [Addressee: Okay] and drapes down.”

\[ \text{gesture 1} \]

As shown in the top picture, this speaker first used
both hands to draw a line in front of himself, starting
just below his chest and extending about 2 feet on either
side (gesture 1). Then, after a pause of about 0.5 s, he
drew lines going straight down from his previous ending
point (gesture 2, bottom figure). The pause created two
separate gestures. In other instances, when there was no
pause, we relied on changes in meaning. For example, in
Fig. 4, the same speaker described the trim material on
the bodice of the dress as follows:

“[This material] that starts around the back of her neck, comes down,

\[ \text{gesture 1} \]

and then right at her waist where the dress juts out ....”

\[ \text{gesture 2} \]

As shown in the top and middle pictures, the speaker
first used both hands to draw two lines from the back of
his own neck down to his waist (gesture 1). Then, in the
bottom picture and starting with the words “and then,”
he touched his waist several times, again with both
hands (gesture 2). The first gesture depicted the outline
of the material, whereas the second gesture indicated
and emphasized the point where the dress began to jut
out. Because these were two different meanings, we
counted them as two gesture strokes even though there
was no pause between them.

As noted above, we assessed reliability at the gesture
level, that is, whether the two analysts agreed or
disagreed on each gesture, expressed as a percentage of
agreements. For the first decision, which was to distinguish gestures from other hand movements, they agreed 91.6% over all gestures by all speakers. For the second decision, which was to separate sequences of continuous gesturing (or not), they agreed 78.2%, over all gestures by all speakers. It was the total number of gestures per speaker that determined the rate measures (per minute or per word), and the reliability for the total number of gestures that each analyst found per speaker was \( r = .98 \), which is therefore the reliability of the actual dependent variable. All disagreements were resolved before proceeding on to the analysis of qualities of gestures.

**Bias check**

Because the analysts could not help seeing the experimental condition on the video (i.e., the presence of another person, a telephone, or a tape recorder), there was a potential for concern about bias in the direction of our hypothesis. Judgments about dividing gestures could be particularly vulnerable if the analysts tended to make more divisions (resulting in a higher rate of gesturing) in one condition than another. Note that the above high reliabilities at the level of each gesture argue against this possibility, because an overall tendency to divide (or not) would not produce high independent agreement on exactly which individual gestures to divide and how much. However, we also checked for potential bias by hiring three undergraduate honours students who had no knowledge of the project or hypotheses either before or during their period of work. Moreover, each student saw only one of the experimental conditions and had no knowledge that the other conditions existed. Other precautions to keep them blind to condition included relabeling all records in the research office and computers from “phone study” to “dress study”; not talking about the study when they were present; and instructing them not to talk to each other until all of them had finished. These students applied a much simpler analysis, which only required them to differentiate between intervals where there were meaningful hand movements (i.e., gestures) and intervals where there were no meaningful hand movements (i.e., an adaptor or no movement at all). Using frame-by-frame analysis and the timer on the software, they recorded the duration of each interval where there was meaningful hand movement and also the duration of any intervals of no meaningful hand movements. In order to preclude their having to make any other judgments, the preparatory phase of a gesture was included as meaningful hand movement. We converted the summed durations to the proportion of meaningful hand movement per speaker. The correlation between this measure and our measure of each speaker’s rate of gesturing was .89, which was high enough to exclude the possibility of bias in our measure, especially given the differences in operational definitions.

**Gesture function**

Previous research (Bavelas et al., 1992, 1995) had demonstrated empirically a functional distinction between topic and interactive gestures, which we applied to these data. Topic gestures depict some aspect of the
current topic of conversation, in this case, the dress (e.g., Figs. 3–5). They include what many researchers call representational or iconic gestures. **Interactive gestures** refer directly (in form and meaning) to the addressee or to the conversational interaction. For example, the speaker might gesture toward the addressee to mark common ground or to seek evidence that the addressee understands. In these data, there was also a third function, **picture-oriented gestures**. The speakers sometimes pointed directly at or traced a feature of the picture they were describing, either touching the picture or gesturing very close to it. Note that because the addressee, even if present, could not see the picture, these movements were arguably for the benefit of the speaker.

Two analysts independently analyzed each gesture for which of the three functions it was serving. Their agreement for distinguishing among the three functions, gesture by gesture, was 93.4% over all speakers and gestures. We also calculated Cohen’s Kappa for this qualitative distinction, and the value (.70) would be characterized as “substantial” agreement (Landis & Koch, 1977, p. 165). The actual dependent variables for the three functions were rates per speaker for each function, which was determined by the total number of each kind of gesture function per speaker. These reliabilities were $r = .996$ (number of topic gestures), $r = .87$ (number of interactive gestures), and $r = .93$ (number of picture-oriented movements). This analysis yielded our second pair of rate measures (rate of topic gestures per minute or per 100 words) as well as two pairs of form measures (rate of picture-oriented and of interactive gestures per minute or per 100 words).

**Size of gestures**

The gestures that speakers used to describe the dress ranged from the scale of the picture up to life-sized (e.g., when speakers described the dress as if it were on their own body). Two analysts rated the size of each gesture describing the outline of the skirt. We chose descriptions of the skirt both because it was the largest feature and therefore most sensitive to size differences and because almost all participants included the skirt in their description. The ratings were from 1 to 5, where 1 = the gesture was on the scale of the picture (e.g., Fig. 5) to 5 = the gesture was on the scale of the speaker’s body (e.g., Figs. 3 and 4). Note that this was a measure of the relationship between the gesture and either the picture or the participant’s body and not a measure of the absolute size of the gesture. For example, a speaker could depict the skirt with a two-handed gesture showing the width on both sides of his or her body, while another speaker could use a one-handed gesture indicating the full width of only one side of the skirt; both would be treated as life-size (5) because both were scaled to match the size of the skirt as though it were on the participant’s body. The reliability across all gestures and speakers was $r = .92$. The reliability for the average size of gesture per speaker, which determined the rate measures, was $r = .97$.

**Gestures’ relationship with words**

**Deictic expressions referring to a gesture**

An additional measure of evidence regarding the speaker’s use of gestures to communicate was the speaker’s explicit verbal reference to his or her own gesture (Bangerter, 2004; Bavelas et al., 2002; Clark & Krych, 2004; Emmorey & Casey, 2001). Deictic (or indexical) expressions refer to and depend upon something in the immediate context, in this case, a gesture. Examples included “her waist is about here,” “the bow is down there,” “it goes like this,” or “it’s that long,” accompanied by a gesture that depicted the location of “here” or “there” or the specific nature of “this” shape or “that” length. Two analysts examined the words accompanying each topic gesture for the use of a deictic expression referring to the gesture. The agreement across all gestures and speakers was 97.3%. The reliability for the aggregate dependent measure, which was the proportion of each speaker’s topic gestures that were accompanied by a deictic expression, was $r = .98$.

**Redundancy with words**

We also examined the meaning of each gesture in relationship to the words it accompanied. A redundant gesture provided no additional information beyond the meaning that the words conveyed. A nonredundant gesture did convey information that was not in the words; the speaker was arguably relying on the gesture to carry

---

Fig. 5. Speaker describing the top of the skirt (telephone condition). Arrows indicate the size and direction of the gestures.
some of the information. To assess redundancy, we chose two features of the dress that the maximum number of participants included in their descriptions, the shape of the skirt and of the neckline.

The analysts examined each gesture that referred to these features and made a dichotomous decision whether or not there was additional meaningful information in the gesture that was not in the words and, if so, what that information was. For example, the gestures in Figs. 3 and 4 were both non-redundant. In Fig. 3, the gesture showed how far the skirt “juts completely out” and its shape as it “comes down.” The second gesture indicated location, which was redundant with “right at her waist,” but additionally maintained the distance between the two bands of material. That is, the words plus gesture in this phrase also meant “the two bands are still the same distance apart” rather than, for example, coming together in a V like the neckline trim. The gesture in Fig. 5 was redundant. Describing the top of the skirt, the speaker said it goes “like a meter to the left.”

Her gesture was a brief, vague movement to the left. Her words, rather than the accompanying gesture, gave the distance, and her splayed fingers contributed no additional information, such as shape. Note that although the vagueness or ambiguity of a gesture could lead to its being deemed redundant, this ambiguity was not confused with the size of the gesture. Our large, high-resolution, color monitor made all gestures clearly visible, and small gestures were often well-formed. The per-gesture agreement on redundancy over all speakers was 84.4% for the 167 skirt gestures and 83.1% for the 123 neckline gestures. None of the speakers in the tape-recorder condition gestured when describing the neckline, so for the neckline redundancy measure there were only data in the face-to-face and telephone conditions. The reliability for the dependent variable, which was the proportion of each speaker’s gestures that were redundant with words, was $r = .92$ for the skirt and $r = .71$ for the neckline. The lower correlation for the neckline analysis was greatly affected by a single speaker who made only one gesture about the neckline, on which the analysts disagreed, which led to the maximum negative relationship. If we exclude this speaker as well as one speaker at the other extreme (where the analysts agreed on the single gesture and therefore introduced the maximum positive relationship), the correlation becomes .95 for the remaining neckline gestures.

**Figurative language**

Finally, while conducting the above analyses of words, we became aware of speakers’ frequent use of verbal imagery to describe features of the dress. Other researchers have examined various relationships between gesture and figurative language (Corts, 2006; Corts & Pollio, 1999; Hadar & Krauss, 1999; Rimé, Schiarratura, Hupet, & Ghyselinckx, 1984), but none have examined the effects of dialogue or visibility. In a study of figurative language (but not gestures), Boerger (2005) found that figurative expressions occurred at a higher rate when the participants could not see each other. That is, the rates were significantly lower in face-to-face dialogue than in three other conditions (which included an intercom, email, or being able to see only the other person’s eyes). Here we were interested in whether verbal images might sometimes be an alternative to gesture and so developed a measure of figurative speech, including metaphor, simile, or analogy. To be considered figurative speech, the speaker’s word or phrase had to describe a feature of the dress by referring explicitly to something that was not on the dress. For example, speakers described the design on the front of the skirt as “worms,” “two arches,” or “snakes.” Our definition was conservative in the sense that it excluded names for abstract geometric shapes such as square, triangle, cube, or cylinder because these were arguably correct descriptions of a feature of the dress. We did include shape descriptions that invoked comparisons, such as “heart-shaped,” “V-shaped,” or “like a W.”

The analysis of figurative speech used only a transcript of the speaker’s words, so the analysts were blind to experimental condition. These two analysts had also never seen the videos. They worked together for eight speakers, then independently for the remaining 22. For the independent analysis, their agreement on which expressions should be considered figurative was 90%. Because some speakers used the same figurative expression more than once, we also checked the same analysts’ agreement on frequency for 14 speakers, that is, how many figurative expressions each speaker used. They agreed on 87.5% of the figurative expressions they located, resulting in a correlation of $r = .98$ for the total number of figurative expressions per speaker. The latter number led to the dependent variable, which was the rate of figurative language per 100 words for each speaker.

**Results**

**Qualitative description of data**

Because the reader cannot view our video data here, we would like to preface our statistical findings with a qualitative description of the characteristics of gestures in the three conditions, which appeared to differ in some striking ways. In the face-to-face condition, both male and female speakers typically used their gestures to place
the dress around their own body. For instance, most speakers drew the unusual size and shape of the skirt by reaching outwards from their waist until their arms were fully extended, often with their hands shaping the two corners. They also drew the neckline of the dress on their own chest and the layers of ruffles on the sleeves down their own arms. If they described the closed fan she held in her hand, they would frequently position their own arm and hand like the figure in the picture and pretend to hold a fan. They often drew the hemline and its intricate designs just above the floor, leaning down and reaching well outside the typical gesture space. Some participants got out of their chair and stood up (like the woman in the stimulus picture) to draw the dress on and around their own body. In general, gestures in this condition were large, well-formed, and often continuous. They usually had a clear relationship to the words they accompanied, making analysis of their meaning relatively straightforward. In short, these gestures were maximally communicative to us as overhearsers and presumably to the addressees.

The telephone gestures looked quite different. Often, these speakers described the dress while leaning forward in the chair and gazing intently at the picture (which rarely occurred in the face-to-face condition, although looking at the picture was equally necessary in all conditions). Their gestures were small movements of the hand, more often on the same scale as the picture itself rather than the speaker’s body. These gestures were also brief; rather than occurring over long stretches of related words, they might occur with only one or two words, although they were still timed precisely with those few co-occurring words. From the analysts’ point of view, these gestures were harder to describe, and their meanings were harder to derive. In this condition, the words seemed more descriptive and transparent while the gestures appeared to be contributing less.

Finally, the tape recorder gestures were tiny and strange. In this condition, participants also traced the picture with one hand. Or they sat back in their chair and made small motions with their free hand. Their motions were usually timed with the words, but sometimes finding a meaningful relationship to the words involved laborious decision-making for the analysts, because the gestures did not seem to be depicting clear referents. For instance, at one point, a speaker in this condition made two distinct, tiny movements with her little finger, both tightly synchronized with her words, but with no decodable meaning; we still called it a gesture.

Statistical findings

The test of our primary hypothesis on the independent effects of visibility and dialogue was by linear regression, using the additional sum of squares principle (e.g., Weisberg, 1985, pp. 37–41). Thus, we first tested the effect of visibility (face-to-face vs. telephone and tape-recorder) on a dependent measure such as the rate of topic gestures. Then we tested the effect of dialogue (face-to-face and telephone vs. tape-recorder) on the variability in the dependent variable that had not been explained by visibility. To paraphrase Weisberg using our own variables, “The main idea in adding [dialogue] is to explain the part of [rate of topic gestures] that has not already been explained by [visibility]” (p. 38). We also used pairwise comparisons to elucidate specific effects.

We have grouped the results into four kinds of dependent variables: length of descriptions (Table 4), rates of gesturing (Table 5), form of gestures (Table 6), and relationships to words (Table 7). Each table includes descriptive statistics, simple main effects, pairwise comparisons of experimental conditions, and the regression analysis that tested for independent visibility and dialogue effects. Our pairwise comparisons between conditions were usually confidence intervals around the difference between means. When these confidence intervals were for variables with unequal numbers of participants, we used harmonic means. However, because confidence intervals around differences between means are particularly vulnerable to violations of the assumption of homogeneity of variance (Masson & Loftus, 2003), when the dependent variable had heterogeneous variance (as shown by Levene’s test for equality of variances), the appropriate comparable test was Dunnett’s T3.

Length of descriptions

It is of interest to note in Table 4 that the two dialogue conditions were virtually the same average length (face-to-face $M = 260.60$, $SD = 90.13$; telephone $M = 257.42$, $SD = 91.80$) and longer than the tape-recorder condition ($M = 111.65$, $SD = 39.86$). A one-way ANOVA indicated a significant main effect ($F_{(2,27)} = 11.93$; $MSE = 6046.77$; $p < .001$). Dunnett’s T3 post hoc tests indicated that both of the dialogue conditions were significantly longer than the tape-recorder condition and that they were not significantly different from each other. The regression analysis revealed a marginal visibility effect and a strong dialogue effect. The dialogue effect is not simply due to the contributions of an addressee, because an analysis of the number of speaker’s words shows a similar pattern; see Table 4. It seems that having an addressee stimulated the

\[^1\] Note that we distinguish between independence and orthogonality. The design we required does not permit a test of whether visibility and dialogue are orthogonal. Our claim is that dialogue can account for variance over and above that which visibility can account for.
speakers to make fuller descriptions. Because all of the dependent variables were converted to rates, averages, or proportions, we eliminated any artifact of these differences in length. Also, as noted earlier, we calculated the rates of gesturing both per minute and per 100 words (of the speaker). When the results were the same for both measures, which was usually the case, we have reported the per-minute figures in the text.

**Rate of gesturing**

Our 30 speakers made a total of 1840 gestures. As we had found in previous experiments with descriptive tasks (Bavelas et al., 1992; Bavelas et al., 1995), the vast majority of these gestures were topic gestures, describing the dress itself. Therefore, the results for the rates of all gestures and the rates of topic gestures were virtually the same (see Table 5). Both of these dependent variables showed significant main effects; all gestures $F_{(2,27)} = 10.87; \text{MSE} = 67.96; p < .001$; topic gestures $F_{(2,27)} = 13.23; \text{MSE} = 58.55; p < .001$.

The regression analysis supported our primary hypothesis, with all four rate measures showing a significant dialogue effect in addition to and independently of the significant visibility effect. That is, while lack of visibility was reducing the rate of gesturing, dialogue was increasing the rate, even in the telephone condition. As a result, the means declined across the three conditions, with speakers in the face-to-face condition gesturing the most ($M = 21.80$ topic gestures per minute), followed by those interacting on the telephone ($M = 14.90$ topic gestures per minute) and then those talking into a tape recorder ($M = 4.32$ topic gestures per minute). The mean differences between the two dialogue conditions and the tape recorder condition both exceeded the 95% confidence interval of $\pm 8.49$. The rate of topic gestures per minute in the face-to-face condition was higher than the rate in the telephone condition, but the pairwise comparisons were not significantly different, which suggests that the visibility effect in the above regression analysis is primarily due to the tape-recorder condition. (All of the above tests showed the same results using the rate per 100 words; see Table 5.)

The lack of significant difference between face-to-face and telephone conditions may at first seem surprising, but it echoes a minority result in the previous literature. As shown in Table 1, the seven previous experiments all found more gesturing in their visible condition than their not-visible condition; this difference was significant for five of the experiments (Alibali et al., 2001; Cohen, 1977; Cohen & Harrison, 1973; Emmorey & Casey, 2001; Krauss et al., 1995) and not for two others (Bavelas et al., 1992, Exp. 2, result for topic gestures; Rimé, 1982). Although there are many reasons that a difference may not reach statistical significance, we are intrigued by a procedural difference between these two groups, namely, whether their conditions met all of the criteria.

### Table 4

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Description in seconds</th>
<th>Description in words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face-to-face</td>
<td>260.00 (90.13)</td>
<td>653.00 (242.49)</td>
</tr>
<tr>
<td>Telephone</td>
<td>257.40 (91.80)</td>
<td>606.80 (228.79)</td>
</tr>
<tr>
<td>Tape recorder</td>
<td>111.60 (39.86)</td>
<td>202.20 (95.66)</td>
</tr>
</tbody>
</table>

**Reg**

<table>
<thead>
<tr>
<th>Regression effect of dialogue</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent effect of dialogue</strong></td>
</tr>
<tr>
<td>$F_{(1,28)} = 3.95^*$</td>
</tr>
</tbody>
</table>

**Main effect**

<table>
<thead>
<tr>
<th>One-way ANOVA</th>
<th>Tape recorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{(2,27)} = 11.93^{***}$</td>
<td>$F_{(2,27)} = 15.34^{***}$</td>
</tr>
</tbody>
</table>

$^a$ Pairwise comparisons tested with Dunnett’s T3 because variance for these variables was non-homogenous.

$^b$ Marginally significant, $p = .057$.

$^* p < .05$.

$^{**} p < .01$.

$^{***} p < .001$. 

of a dialogue. In Rimé (1982), Bavelas et al. (1992, Exp. 2), and the present experiment, the speaker and addressee were both participants who could interact freely and spontaneously, when and as they wished. In contrast, the five experiments that found a significant effect of visibility were also the ones that constrained the addressee (who was usually the experimenter or a confederate) to a limited repertoire of responses. These highly constrained interactions were in fact closer to monologues.

The rate results provide several lines of statistical evidence that using one hand for the telephone was not an artifact that lowered the rate of gesturing here. First, speakers who were holding the telephone gestured at rates that were not significantly different from speakers in the face-to-face condition, who could use both hands. Second, we can compare the proportion of telephone to face-to-face rates in this study with the analogous proportions in earlier studies. The rate of topic gestures per minute in the telephone condition was .68 of the face-to-face condition, and the rate of all gestures per minute in the telephone condition was .75 of the face-to-face condition. These proportions are higher than in

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Results of rate measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td>Descriptive statistics: mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Face-to-face</td>
</tr>
<tr>
<td>All gestures per min</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 10</td>
</tr>
<tr>
<td>23.48(8.96)</td>
<td>17.60(9.80)</td>
</tr>
<tr>
<td>All gestures per 100 words</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 10</td>
</tr>
<tr>
<td>15.02(4.00)</td>
<td>12.08(5.80)</td>
</tr>
<tr>
<td>Topic gestures per min</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 10</td>
</tr>
<tr>
<td>21.80(9.20)</td>
<td>14.90(8.38)</td>
</tr>
<tr>
<td>Topic gestures per 100 words</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 10</td>
</tr>
<tr>
<td>13.92(4.40)</td>
<td>10.30(5.04)</td>
</tr>
</tbody>
</table>

* Pairwise comparisons are reported as 95% confidence intervals (HSD) around the differences between means.
** \( p < .01 \).
*** \( p < .001 \).

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Results of form of gesture measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td>Descriptive statistics: mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Average size (skirt)</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 8</td>
</tr>
<tr>
<td>4.79(0.24)</td>
<td>1.67(0.60)</td>
</tr>
<tr>
<td>Picture-oriented gestures per min</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 10</td>
</tr>
<tr>
<td>0.48(0.93)</td>
<td>1.80(1.95)</td>
</tr>
<tr>
<td>Picture-oriented gestures per 100 words</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 10</td>
</tr>
<tr>
<td>0.32(0.63)</td>
<td>1.17(1.21)</td>
</tr>
<tr>
<td>Interactive gestures per min</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 9</td>
</tr>
<tr>
<td>1.21(0.74)</td>
<td>0.38(0.31)</td>
</tr>
<tr>
<td>Interactive gestures per 100 words</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>n = 9</td>
</tr>
<tr>
<td>0.77(0.42)</td>
<td>0.26(0.20)</td>
</tr>
</tbody>
</table>

a Pairwise comparisons tested with Dunnett’s T3 because variance for these variables was non-homogenous.
** \( p < .05 \).
*** \( p < .01 \).
**** \( p < .001 \).
the majority of the previous, hands-free studies. The following are the rank-ordered proportions of the not-visible (partition or intercom) condition to the face-to-face condition in previous studies (from Table 1), with our proportions inserted in boldface: .39, .40, .48, .50, .56, .57, .68, .75, .80, .82, .89. If holding the phone had decreased the rate of gesturing in addition to any visibility effect, then the proportions we obtained would have been lower than any of the previous, hands-free studies. Instead, we found proportions at the higher end of the previous range. A third line of evidence is the significant difference between the telephone and tape-recorder conditions, which did not differ from each other. As predicted, the regression analysis revealed only a visibility effect, with no additional effect of dialogue. The life-sized gestures may have required extra effort, but they would clearly be a useful resource for an addressee who could see them. These gestures often started at the speaker’s knee and stretched out to the fullest, horizontal extension of the speaker’s arms (as in Fig. 3). By depicting the shape of the skirt around the speaker’s own body (which had the effect of making them life-sized), the body became an additional resource for the addressee’s understanding of the gesture’s meaning.

**Picture-oriented gestures.** As shown in Table 6, gestures directly oriented at the picture occurred at over three times the rate when the addressee would not see them. One interpretation is that these gestures might be helpful to the speaker but not to the addressee and were therefore inhibited (or replaced by other gestures) in the face-to-face condition. The ANOVA, however, revealed that this difference was not significant, just as the regression

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Descriptive statistics: mean (SD)</th>
<th>One-way ANOVA</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Face-to-face</td>
<td>Telephone</td>
<td>Tape recorder</td>
</tr>
<tr>
<td>Proportion of topic gestures with a deictic expression</td>
<td>0.15 (0.08)</td>
<td>0.03 (0.03)</td>
<td>0.01 (0.02)</td>
</tr>
<tr>
<td>Proportion of gestures redundant with words (skirt)</td>
<td>0.11 (0.10)</td>
<td>0.58 (0.28)</td>
<td>0.85 (0.34)</td>
</tr>
<tr>
<td>Proportion of gestures redundant with words (neckline)</td>
<td>0.18 (0.12)</td>
<td>0.45 (0.37)</td>
<td>— (n.a.)</td>
</tr>
<tr>
<td>Figurative expressions per 100 words</td>
<td>0.57 (0.41)</td>
<td>1.11 (0.61)</td>
<td>0.37 (0.52)</td>
</tr>
</tbody>
</table>

* Pairwise comparisons are reported as 95% confidence intervals (HSD) around the differences between means when possible. When variance is non-homogenous, the differences between means tested with Dunnett’s T3.

**p < .05.**

**p < .01.**

**p < .001.**
analysis indicated no significant effect of either visibility or of dialogue, whether measured as rate per minute or per 100 words.

Interactive gestures. There is a small subset of conversational gestures that do not refer to the speaker’s topic (in this case, the dress). Instead, these interactive gestures refer to and include the addressee in the conversation, for example, flicking the hand at the addressee to mark common ground (Bavelas et al., 1992, 1995). In these data, one speaker (in the telephone condition) was an extreme outlier on this variable. The mean rate for this condition without the outlier was 0.38 interactive gestures per minute (SD = .31), whereas this speaker made 5.33 interactive gestures per minute (16.61 SDs above his cohort’s mean). We therefore conducted our analysis without this speaker, for this variable only, and these are the data in Table 6. There was a significant main effect across conditions; $F_{(2,26)} = 5.94$; $MSE = 0.37$; $p < .01$. As predicted, speakers in the face-to-face condition made interactive gestures at the highest rate ($M = 1.21$ interactive gestures per minute), and those in the other two conditions did them at virtually identical lower rates (telephone, $M = 0.38$; tape recorder, $M = 0.39$). The regression analysis confirmed our prediction that only visibility (and not dialogue) affects the use of interactive gestures. Dunnett’s T3 (because of heterogeneity of variance) indicated that the rate per minute in the face-to-face condition was significantly higher than in the telephone condition, which replicates Bavelas et al. (1992, Exp. 2), where face-to-face dialogues produced a significantly higher rate of interactive gestures than dialogues through a partition. However, although the means of the telephone and tape recorder conditions were virtually identical, the face-to-face condition achieved only a marginally significant difference ($p = .052$) over the tape-recorder condition in rate per minute, presumably because of much higher variance in the tape-recorder ($SD = 0.66$) than in the telephone condition ($SD = 0.31$). The difference between the face-to-face and tape recorder conditions when calculated by rate per 100 words did not approach significance, although all other effects for this variable were similar to the rate per minute measure.

The different patterns of effects with topic versus interactive gestures illustrate the importance of functional distinctions among gestures. The rate of topic gestures on the telephone was close to that of the face-to-face condition and significantly higher than the tape-recorder condition, which was a dialogue effect: Speaking with a visible addressee increased the rate of interactive gestures, whereas having no visible addressee (e.g., on the telephone) suppressed the rate of this particular kind of gesture.

Gestures’ relationship with words

Deictic expressions referring to a gesture. When talking face to face, speakers sometimes referred explicitly to their gestures, using terms such as “like this” while gesturing the shape of a feature of the dress, or “over here” while gesturing the location of a feature of the dress. We calculated the proportion of topic gestures that were marked with a deictic expression; see Table 7. The main effect for condition on this variable was significant; $F_{(2,25)} = 23.73$; $MSE = 0.002$; $p < .001$. As predicted, the regression analysis showed a significant visibility effect for deictic expressions, with no additional dialogue effect. In the face-to-face condition, the mean proportion of topic gestures that included a deictic expression was 0.15. This mean was significantly different from the means in the other two conditions, where speakers rarely used deictic expressions with their gestures (telephone, $M = 0.03$; tape recorder, $M = 0.01$). Thus, when they were gesturing in person, the speakers more frequently drew the addressee’s attention to their gestures, presumably because these gestures were useful for communicating, whereas such deictic references would only be confusing when the addressee could not see the accompanying gesture.

Redundancy with words. We assessed the average redundancy of gestures with their accompanying words for the two features of the dress that most speakers included in their descriptions, the skirt and the neckline. We called a gesture redundant with the words it accompanied when the only information it was contributing was also present in the words, which would suit conditions in which the addressee could not see the gesture. We also predicted that speakers in the face-to-face condition would take advantage of the visibility of their gestures, so the proportion of gestures that were redundant with words would be lowest in this condition. The results supported these predictions; see Table 7. There was a significant main effect for redundancy of skirt gestures; $F_{(2,20)} = 19.40$; $MSE = 0.05$; $p < .001$. In the face-to-face condition, the mean proportion of gestures that were redundant with the concomitant words was 0.11 for gestures depicting the skirt. In other words, almost 90% of the gestures used in this condition conveyed some information that was not in the immediately accompanying words. The gestures describing the skirt increased in redundancy over the three conditions (telephone $M = .58$; tape recorder $M = .85$). The mean differences between the face-to-face condition and the other two conditions both exceeded the 95% confidence interval.
of ±0.30, which is consistent with the visibility effect shown by the regression analysis. However, the additional dialogue effect was almost significant as well ($p = .052$). Unfortunately, we could not clarify this unexpected effect by replication with the necklace descriptions because there were no necklace gestures in the tape-recorder condition. Speakers in the two other conditions did gesture about the neckline sufficiently to replicate the visibility effect: The speakers in the face-to-face condition produced fewer gestures that were redundant with their accompanying words ($M = .18$), and those in the telephone condition produced significantly more that were redundant ($M = .45$). For both features, speakers on the telephone were more likely to use gestures that did not contribute unique information when compared to their accompanying words, although they did often make nonredundant gestures. It is possible that our measure of redundancy may have been too crude, with no differentiation of the amount or quality of the nonredundant information, so it is difficult to interpret the middle status of the telephone gestures on this measure. (We are currently applying a more complex redundancy analysis to these and other data, assessing precisely which features are expressed in words versus gestures; Gerwing & Allison, manuscript in preparation.) However, to ascertain whether face-to-face and telephone gestures differ in the importance or salience of the nonredundant information, it would be necessary to use a stimulus that permitted precise gradations of redundancy and importance in its description. We can infer that, because gestures with deictic expressions were almost by definition not redundant with words, these two effects probably mean that speakers in the face-to-face condition were shifting some information entirely to a gesture and often verbally marking this shift for the addressee.

**Figurative language.** This was a purely verbal measure, assessed from the transcripts without reference to the gestures. Figurative images included likening the shape of the skirt to a “kettle cozy” or the decoration on the front as “worms butting heads.” As shown in Table 7, there was a significant effect of experimental condition on the mean rate of figurative language per 100 words; $F(2,23) = 5.36; \text{MSE} = 0.27; p < .05$. The regression analysis revealed only a dialogue effect, with no effect of visibility. Notably, the dialogue effect was due to the two not-visible conditions: When talking to another person on the telephone, speakers used figurative expressions at a significantly higher rate ($M = 1.11$ figurative expressions per 100 words) than when speaking to a tape recorder ($M = 0.37$). Even though figurative expressions did not rely on visibility and were therefore equally available in both conditions, speakers in monologue used them significantly less often. Lacking visual contact, one way to make descriptions clear would be to create a metaphoric verbal image rather than a visible gestural one, but the speakers were much less likely to create either verbal or gestural images when there was no addressee to imagine them. (Below, we will speculate that there is a close connection between a dialogic partner and iconic imagery). Finally, although the face-to-face condition was not significantly different from the telephone condition, its rate of figurative language ($M = .57$) was noticeably lower, which is consistent with Boerger’s (2005) findings that the use of figurative language was lower when the interlocutors could see each other.

**Summary and discussion**

The results confirmed both of our hypotheses. First, dialogue had a significant effect on the speaker’s rate of gesturing, an effect that was independent of and in addition to the effect of visibility. Speakers gestured at a significantly higher rate in a telephone dialogue than in a monologue to a tape recorder, confirming that visibility is not the only variable operating in telephone conversations. Second, the form of the gestures and their relationship to words showed a different pattern from their rate. These features changed only as a function of visibility (not dialogue), and the changes were consistent with speakers’ use of gestures as a communicative resource. In the following, we will evaluate the findings for dialogue and for visibility in more detail, then engage in some wider theoretical speculation about a possible relationship between dialogue and demonstration as a mode of signaling.

**Dialogue effects**

The main purpose of the present design was to bring dialogue out of the background and to test its status as a separate independent variable. Telephone and face-to-face dialogues have in common the presence of and interaction with another person, which are completely lacking in monologues. The addition of the monologue (tape-recorder) condition made it possible to separate the two variables of visibility and dialogue, which had been intertwined in previous studies. The results showed that dialogue (face-to-face and on the telephone) significantly increased how much the speaker gestured, whether measured as the rate of all gestures or as the rate of topic gestures depicting the task stimulus. These effects confirmed our hypothesis that dialogue itself has different effects from monologue, even when other factors such as visibility are the same. It seems plausible to conclude that speakers gesture on the telephone largely because they are in a dialogue. The effect of dialogue on gestural rate replicated Cohen’s (1977) suggestive finding and extended the effect that Chovil (1989, 1991) found for facial displays using a design sim-
ilar to ours. We can also add the intriguing effect of dialogue on figurative speech, to which we will return in the last section, below.

To clarify the role of dialogue, we addressed several potential problems in previous studies. Most previous visibility experiments (Alibali et al., 2001; Cohen, 1977; Cohen & Harrison, 1973; Emmorey & Casey, 2001; Krauss et al., 1995) had prevented full dialogues by constraining the actions of the addressee, whereas (like Bavelas et al., 1992, Exp. 2 & Rime, 1982) we created unconstrained dialogues. (It is interesting that all of the five experiments that constrained dialogue, creating quasi-monologues, found that the lack of visibility significantly lowered the gesture rate, whereas the other two experiments, plus the present one, which used full dialogues, resulted in a rate that was lower but not significantly so.)

Another problem in the literature was that existing definitions of monologue were based on public speaking and therefore differed from conversational dialogues in more than one way. We created monologues that were more truly soliloquies and also took steps to eliminate an implicit audience, which was a potential confound in Cohen’s (1977) tape-recorder condition.

The strong effect of dialogue on the rate of gesturing provides evidence for a social explanation for speakers’ gesturing on the telephone, as an alternative to cognitive theories of these gestures (e.g., as encoding or lexical access; Cohen & Harrison, 1973; Krauss et al., 1995; Rime, 1982). However, we were not seeking to undermine cognitive theories of gestures because, like many other gesture researchers, we do not see communicative and cognitive theories as incompatible (e.g., Bavelas, 1994; Özyürek, 2002; de Ruiter, 2000, 2006). Evidence for one function is not automatically evidence against another. The present experiment was not designed to address cognitive issues, so there are several features of our design and procedure that a cognitive theorist would not adopt: The addressee in the dialogue conditions could contribute spontaneously whenever he or she wished to do so, including helping the speaker find referents à la Clark and Wilkes-Gibbs (1986). Also, because all conditions used the same task, the cognitive requirements did not vary systematically across conditions, nor were they intended to. It might be tempting to interpret the gestures that did occur in the monologue condition (i.e., in the absence of both visibility and dialogue) as evidence for a primarily cognitive function of at least this small group of gestures. However, the presence of the cameras and the proximity of the experimenters were both residual social factors that worked against our hypothesis in the monologue condition and would also confound any cognitive interpretation. One design will not fit (or even inform) all theories. If, as lexical access theory implies, hand gestures are a kind of epistemic action (Kirsh & Maglio, 1994), then this prediction can best be tested by experimental tasks and conditions designed to reveal directly their contribution to word searches.

Returning to our focus on dialogue, we question the implicit reductionism that assumes that verbal monologue is the simplest and therefore basic form of language use, implying that face-to-face dialogue is a more complex variation to which an addressee and gesturing have been added. Our alternative is to propose that face-to-face dialogue with all of its natural features is the basic form of language use (e.g., Bavelas & Chovil, 2000, 2006; Bavelas et al., 1997; Clark, 1996; Fillmore, 1981; Garrod & Pickering, 2004; Goodwin, 1981; Levinson, 1983; Linell, 2005), which implies that monologues are a reduced or altered form in which some of the potential features are not available, not used, or suppressed. If so, the exceptional case is when gestures are present but when they are absent. Indeed, asking why speakers gesture so much less in monologue may be as fruitful as asking why they gesture significantly more in dialogue. In any case, our goal was to bring dialogue into the forefront of the study of gesture and the study of language use more generally, rather than leaving it to be taken for granted and, even more problematically, studied through controlled interactions with confederates.

Visibility effects

The present experiment confirmed that visibility does have the expected effect on the rate of gesturing, but with several refinements on previous studies. First, we treated visibility as more than a descriptive, physical variable, proposing that it is one aspect of communicative context that would lead speakers to allocate their resources in different ways. That is, visibility affects not only whether speakers gesture but also how they do. Analyzing more features of the gestures than just their rate led to strong support for this hypothesis. The results for these variables, summarized below, were consistent with Kendon’s (1987) theory that transmission conditions will affect gestural as well as verbal formulations and also with similar positions (e.g., Bangerter, 2004; Bavelas & Chovil, 2000, 2006; Bavelas et al., 2002; Clark & Krych, 2004; Emmorey & Casey, 2001; Graham & Heywood, 1975; Özyürek, 2002; de Ruiter, 2006).

The difference in the size of gestures strongly implies that speakers were using them differently, depending on visibility. In face-to-face dialogue, the size was larger in a particular way: these gestures were life-sized, made in proportion to the speaker’s own body. Indeed, the speakers often used their own body to depict the location or scale of features of the dress. Other researchers have seen similar gestures and noted that, for example, “the action ... is performed by the hand, but its meaning resides in a larger context that embraces salient features.
of the [immediate] material environment, especially the speaker’s corporal form” (Koschmann & LeBaron, 2002, p. 257). In other words, the meaning of a speaker’s gestures derived from the addressee seeing the gesturing hands in relationship to the speaker’s body. In narrative terms, speakers in the face-to-face condition presented what McNeill called a character viewpoint to the addressee in which “the narrator’s hand plays the part of a character’s hand, the narrator’s body the part of the character’s body, etc.” (p. 190). As a result, the addressee in face-to-face dialogue could see directly the relationship of the dress to a real person’s body.

The results also replicated the findings of Bavelas et al. (1992, 1995) that interactive gestures require both visibility and dialogue. As shown in Bavelas et al. (1992, Exp. 2), dialogues in which the participants could not see each other produced significantly lower rates of these gestures with social, interactive functions, presumably because they would not be useful to the addressee.

Equally important, other results demonstrated the verbal effects of permitting or restricting visibility of gestures. First, when their gestures would be visible to an addressee, speakers were significantly more likely to refer to them verbally with deictic expressions, replicating the findings of Bangerter (2004), Bavelas et al. (2002), Clark and Krych (2004), and Emmorey and Casey (2001). Second, as found by Emmorey and Casey (2001), Bavelas et al. (2002), and Melinger and Levelt (2004), when the speakers’ gestures were visible, our speakers also shifted information to gestures that were not redundant with their words. This allocation of information is consistent with models that propose that language use in face-to-face dialogue comprises integrated messages (Bavelas & Chovil, 2000, 2006) or composite signals (Clark, 1996). These diverse and robust effects of visibility on both the form of gestures and their relationship to words should encourage other researchers to continue to examine the effects of communicative context on many other features of gestures in addition to their rate.

The present design also built on earlier visibility designs by addressing several of their limitations and potential confounds. In prior studies, dialogue had been a largely unrecognized variable, shared to some degree in both conditions, which particularly obscured the interpretation of gestures that occurred in the not-visible condition. Its explicit manipulation showed that dialogue is one reason speakers gesture even when there is no visible addressee. Although lack of visibility lowers the rate of gesturing, a true dialogue partially counteracts this effect.

Another potential confound in previous research was the manipulation of visibility by the use of a partition or intercom, which inadvertently confounded lack of visibility with unfamiliarity or low sociality (Chovil, 1989, 1991). The use of a real telephone eliminated this potential confound, and careful definition of the dependent variables ensured that having only one hand free would not affect the gesture measures. All of the statistical evidence confirmed that holding a phone did not artifactually lower the rate or form of gesturing as measured here. Indeed, contrary to what many would expect, the rates of gesturing when talking on a phone were closer to face-to-face dialogue than in most previous studies using a partition or intercom. It may well be that the greater familiarity and sociality of the telephone plus the presence of a spontaneous addressee removed artifacts that, in previous studies, had suppressed gesturing.

Thus, the results showed both visibility and dialogue effects. The proposals of Cohen and Harrison (1973, p. 279) and Clark (1996, pp. 179–180) that gestures are “natural” or “integral” to face-to-face dialogue could imply that the gestures on the telephone are accidental or unmonitored by-products of dialogue. However, it’s not that simple. We cannot agree that these gestures were simply habitual or involuntary acts, because their form and relationship to words was systematically different than in the face-to-face dialogue. Speakers on the telephone gestured at a high rate but for the most part made gestures that the addressee would not need to see, and they used the highest rate of figurative language of the three conditions. Thus, rather than being accidental, their gestures were a precise adaptation to a dialogue without visibility. The visibility results suggest a subtle and skillful trade-off by speakers in the two dialogue conditions: Both gestured at high rate, but the speakers whose addressees would see them made gestures whose form and relationship to words would be informative and even essential to their addressees, while the speakers on the telephone did not.

**Dialogue and demonstration**

Our results, combined with earlier studies, begin to suggest a broader effect of dialogue on language use, which we will present here as two proposals: First, what the three conversational phenomena that have shown dialogue effects in the present or previous experiments (gestures, facial displays, and figurative language) have in common is that they are demonstrations and, second, that demonstrations are intimately tied to dialogue because they rely on creating an image for an addressee. In monologue, there is no addressee, which may therefore suppress this method of signaling.

We start by reviewing Clark and Gerrig (1990) and Clark’s (1996) reformulation of Peirce’s (1960, pp. 359–360) three forms of signals. In Clark and Gerrig’s view, these three forms (symbol, icon, and index) are not only abstract categories but three different modalities that interlocutors use, in combination, as methods of signaling in a social interaction. For describing they use conventional symbols, primarily words. For indicating
they use words such as demonstrative pronouns and also nonverbal acts such as finger-pointing or eye gaze. For demonstrating they use selective depictions of the referent, which Clark and Gerrig initially illustrated with verbal quotations. We will propose that demonstration is the modality used by the three features empirically linked to dialogue, namely, gestures, facial displays, and figurative language.

The first evidence for an independent dialogue effect was Cohen's (1977) experiment on gestures, which we have replicated here with improved controls and statistical assessment. By definition, gestures are demonstrations (Clark & Gerrig, 1990, p. 764–769; Clark, 1996, pp.176–180). What the present data show is that their use as demonstrations depends on dialogue as well as visibility.

The next dialogue effect was Chovil's (1989, 1991) experiment showing an independent effect of dialogue on listener's facial displays. When listening to a tape-recorded monologue instead of a “live” speaker, participants' faces were almost impassive, significantly lower in expressiveness than listeners in dialogues on the telephone or through a partition. Clark (1996, pp. 180–182) and Bavelas and Chovil (1997) have argued that conversational facial displays also fit the criteria for demonstrations. Like gestures, facial displays present a selective image for the addressee.

Finally, the present results also showed an independent effect of dialogue on the use of figurative language, which was significantly higher in the telephone dialogues than in the monologues. Both Peirce (1940, p. 105) and Clark (1996, p. 157) identified metaphors as icons or demonstrations. Metaphors such as figurative language offer a selective depiction of the perceptual experience, in that the addressee must understand, for example, that the decoration on the front of the dress has some but not all features of “snakes” (i.e., their shape but not their tactile or behavioral characteristics). Although there is a tendency to equate demonstrations (or icons) with nonverbal acts, both Peirce and Clark explicitly noted that these could use verbal symbols. For example, Peirce (1960, p. 360) emphasized that

a symbol may have an icon or an index incorporated into it [and] may require its interpretation to involve the calling up of an image, or a composite photograph of many images of past experiences, as ordinary common nouns and verbs do.

Clark and Gerrig (1990) argued that purely verbal quotations are demonstrations, in which reported speech recreates an image of the original speech. Similarly, figurative language relies on “the calling up of an image” that is evoked by the words. The speakers to a tape recorder rarely called up such an image, presumably because there was no one to visualize it. It is this reliance on Peirce’s “calling up of an image” that, we propose, unites conversational gestures, facial displays, and figurative language, all of which have shown dialogue effects. Hand and facial gestures present a selective image visually and directly, while figurative language does so through words.

In other words, demonstration is particularly tied to the presence of an addressee. Clark (1996, p.156) emphasized that speakers describe, demonstrate, or indicate to someone. For all forms of demonstrations (quotations, metaphors, gestures, communicative facial displays, etc.), “the point of demonstrating a thing is to enable addressees to experience selective parts of what it would be like to perceive the thing directly” (Clark, 1996, p. 174). That is, these iconic signals are selective transformations of the referent that co-opt the addressee’s perception for their meaning. However, the addressee does not simply passively experience the perception but has to sort it into figure and ground; for example,

We assume that demonstrators intend recipients to recognize that their demonstrations divide into four parts: (i) depictive aspects . . . (ii) supportive aspects. . . (iii) annotative aspects. . . (iv) incidental aspects…” (Clark & Gerrig, 1990, p. 768).

That is, the speaker relies on the addressee to do some perceptual and/or cognitive work in order to apprehend the intended referent of a demonstration. More specifically, conversational hand gestures, facial displays, and figurative language are all spontaneously improvised for a certain moment in the dialogue, and they may well be even more polysemic than words as symbols. Addressees need to construct the intended meaning, and speakers need to be able to assume or see evidence that they have done so. The fact that monologue cannot satisfy these requirements may be another reason that it does not favor demonstrations.

Returning, finally, to the effects of visibility, it is obvious that a demonstration cannot draw on the addressee’s extraction of the intended image unless the addressee has access to the signal that would evoke it. In our face-to-face dialogue condition, the speakers made qualitatively different gestures that took advantage of visibility by creating a vivid and immediate perceptual experience for the addressee. They often “drew” the dress on their own bodies; they sometimes explicitly called their addressee’s attention to a gesture by marking it with a deictic verbal reference; and their gestures contributed significantly more nonredundant information than when they would not be visible. They were demonstrating to someone who would see the gestures. In contrast, the speakers in the tape-recorder condition had no addressee; they made significantly fewer (and less communicative) gestures and seldom used figurative language. One might suggest that the speakers in monologue suppressed demonstration in favor of
description partly because they were less motivated to be vivid and immediate. However, it is equally plausible that they did so because no addressee would “see” the dress as it might look on the speaker’s body, no one would put the nonredundant gesture together with the words, and no one would create a mental image from their figurative language. These speakers limited themselves almost entirely to strict verbal description and used very little gestural or verbal demonstration, even though the latter was freely possible and would have been recorded as part of their monologue: It may be that description versus demonstration is a better distinction here than verbal versus nonverbal.
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