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Bergen?



Carl Wernicke described the basic premise as well 
as anyone has since (and with remarkably little 

modern credit, as Gage and Hickok (2005) point 
out). 

Gage, Nicole and Gregory Hickok 2005. Multiregional cell assemblies, temporal binding and the representation of conceptual 
knowledge in cortex: a modern theory by a classical neurologist, Carl Wernicke. Cortex 41: 823–832. 









Skeletal concepts like “go”, “place” and 
“agonist” maintain connections to physical
reasoning….Yet as they take part in 
moment-to-moment thinking, they are 
abstract symbols, and need not drag with 
them images of hunks of matter rolling 
around”.
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1)  The “symbol-grounding” problem

Motivating the modern incarnation of the idea that cognition is 
embodied

2)  Cognitive semantics or cognitive linguistics 

3) Action-oriented approaches to robotics and artificial
intelligence 



Current research on simulation (Better heading:  some 
background to current experimental work).

Tethering a symbolic representation to the real world

Symbol:  “ball”

Concept 

1)



Tethering a symbolic representation to other symbols

Words are used in combination with other words
On this account, exemplified by distributional semantic approaches like HAL (Lund and Burgess 1996) and LSA 
(Landauer et al. 1998), to know the meaning of a symbol, you need only know what company it keeps. However, as 
Glenberg and Robertson (2000) demonstrate, these word- or world- based approaches to grounding both fail to make 
correct predictions about actual human processing of language. 

HAL hyperspace Analogue to Language (or HAL), which is a computer simulation of human 
memory. HAL has a lexicon of 70,000 items and learns its representations as a function of the 
contexts in which words occur. This is accomplished with a concept-acquisition process that 
requires no supervision using an input of 320 million words of text. Word meanings (broadly 
based) are represented in a 140,000 dimensional space (thus, Hyperspace Analogue to Language). 
The model accounts for a wide range of semantic, language, grammatical, and syntactic 
phenomena. New areas of exploration for the model involve commercial and forensic 
applications as well as memory disorders in deep dyslexia, schizophrenia, Alzheimer's and 
normal aging, deception, web semantics, and dolphin language.

Latent Semantic Analysis (LSA) is a theory and method for extracting and representing the contextual-
usage meaning of words by statistical computations applied to a large corpus of text (Landauer and 
Dumais, 1997). The underlying idea is that the aggregate of all the word contexts in which a given word 
does and does not appear provides a set of mutual constraints that largely determines the similarity of 
meaning of words and sets of words to each other. The adequacy of LSA’s reflection of human 
knowledge has been established in a variety of ways. For example, its scores overlap those of humans 
on standard vocabulary and subject matter tests; it mimics human word sorting and category 
judgments; it simulates word–word and passage–word lexical priming data; and… it accurately 
estimates passage coherence, learnability of passages by individual students, and the quality and 
quantity of knowledge contained in an essay.



2)  Parsimony

3)  Introspection

Relevant evidence 

For example, processing a sentence about moving one’s hand toward one’s body (like Scratch 
your nose!) leads to faster reactions to press a button close to the body. Conversely, sentences 
about action away from the body (like Ring the doorbell!) lead to faster responses away from 
the body (Glenberg and Kaschak 2002). 

Action-sentence compatibility effect (ACE)



Meaning involves “mental simulation”

Meaning involves “mental imagery”

compare with

Example:  John opened the door in a hurry and rushed from 
the room.

Imagery versus simulation?



Reliability of evidence?



J Exp Psychol Gen. 2015 Dec;144(6):e116-41. doi: 10.1037/xge0000125. 
Just out of reach: On the reliability of the action-sentence compatibility effect. 
Papesh MH 

Abstract 
The action-sentence compatibility effect (ACE; Glenberg & Kaschak, 2002), a hallmark finding in Embodied Cognition, 
implicates the motor system in language comprehension. In the ACE, people process sentences implying movement toward or 
away from themselves, responding with actions toward or away from their bodies. These processes interact, implying a linkage 
between linguistic and motor systems. From a theoretical perspective, the ACE has been extremely influential, being widely 
cited evidence in favor of embodied cognition. The present study began as an attempt to extend the ACE in a new direction, 
but eventually became a series of attempts to simply replicate the effect. Across 8 experiments, I tested whether the ACE 
extends to a novel mouse-tracking method and/or is susceptible to higher-order cognitive influences. In 3 experiments, 
attempts were made to "disembody" the ACE by presenting participants' names on the computer screen (as in Markman & 
Brendl, 2005). In each experiment, the ACE could not be disembodied, because the ACE did not occur. In further experiments, 
the ACE was not observed in reading times, regardless of response mode (mouse movements vs. button-presses) or stimuli, 
including those from the original research. Similarly, no ACE was observed in physical movement times. Bayes Factor analyses 
of the current experiments, and the previous ACE literature, suggest that the evidence for the ACE is generally weak: Many 
studies considered as positive evidence actually support the null hypothesis, and very few published results offer strong 
evidence for the ACE. Implications for the embodiment hypothesis are discussed. 
(c) 2015 APA, all rights reserved).

https://www.ncbi.nlm.nih.gov/pubmed/?term=Papesh%20MH%5BAuthor%5D&cauthor=true&cauthor_uid=26595844


One of the most interesting features of this literature is that there are various experiments in which 
the priming effect appears—superficially—to reverse itself. 

Journal of Experimental Psychology: General Copyright 2006 by the American Psychological Association 
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Seeing, Acting, Understanding: Motor Resonance in Language Comprehension 
Rolf A. Zwaan and Lawrence J. Taylor Florida State University 

 
EXAMPLE SENTENCES

Counterclockwise 

While driving/to work/he/approached/the/intersection/and/turned left/ 
onto the/street. 

When/the annual/time change/in the/fall/occurred/he/set back/the/
clock. 

After/lighting/the candles/for the/romantic/evening/he/dimmed/the/
lights. 

Before/the/big race/the driver/took out/
his key/and/started/the/car.  
To attach/the boards/he/took out/his/
screwdriver/and/screwed in/the/ 

screw.  
The lamp/was off/and he/wanted/to 
read/so/he/turned on/the/lamp. 

Clockwise 



visual stimulus while at the same time presenting words and
recording response times for several frames per sentence. We
therefore decided to use an illusory rotation stimulus (see Figure
2), which created the percept of visual rotation but is stationary. It
could therefore be presented as the background for the reading
task, with the words being presented centrally on the screen.

Method

Subjects. Sixty students (42 female) enrolled in introductory psychol-
ogy courses participated for course credit. The subjects’ mean age was 18.8
(range ! 18–20) years.

Stimuli and design. The same sentences that were used in Experiment
4 were visually presented in a subject-paced reading paradigm. The visual
stimulus depicted 12 shaded half ovals that were situated in a circle such
that they resulted in illusory visual rotation around a center point. Each
word was left justified two characters to the left of that center point. This
was judged by the experimenters to create the strongest visual illusion
during normal reading. Figure 2 presents a sample image–text pairing used
in this experiment.

The direction of rotation implied by the visual stimulus was manipulated
within subjects and between items. Implied rotation direction of the sen-
tences was manipulated within subjects and between items. List (groups of
items appearing under the same condition) was manipulated between
subjects and between items.

Procedure. The experiment began with the subject seated in front of a
computer monitor and a keyboard. At the beginning of each trial, subjects
were instructed to press the spacebar to continue. After the first spacebar
press, the first block of text was presented. Each subsequent spacebar press
resulted in the presentation of the next block of text until the sentence was
finished. On one third of the trials, the subject answered a yes–no question
regarding the content of the immediately preceding sentence. After each
trial, subjects pressed the spacebar again to begin the next sentence.

Subjects read sentences by pressing the spacebar between blocks of text
during the concurrent presentation of a visual stimulus. For the first half of
the experiment, the visual stimulus depicted illusory rotation in one direc-
tion, whereas in the second half, it depicted illusory rotation in the opposite
direction. Order was counterbalanced across subjects. Each subject read 48
sentences (16 experimental, 32 filler) during the experiment. Implied
rotation direction was counterbalanced across subjects. A yes–no compre-
hension question pertaining to the content of the immediately preceding
sentence followed half of the filler items. Each subject completed nine
practice items before the experiment began.

Results

Five subjects were removed and replaced for having compre-
hension accuracy below 80%. We removed reading time outliers in
two stages. First, latencies shorter than 100 ms and longer than
1,500 ms were eliminated. Next, latencies more than 2 SDs from
a subject’s condition mean were eliminated. In all, 2.6% of the data
were eliminated. The remaining latencies were submitted to a 4
(sentence region) " 2 (match) " 2 (direction) ANOVA. The
average reading times per region are displayed in Figure 1. Most
relevant to our prediction, there was a significant interaction be-
tween sentence region and match, F(3, 168) ! 2.69, MSE ! 2,031,
!p

2 ! .046. The matching sentences were read significantly faster
in the verb region than the mismatching sentence, F(1, 56) ! 7.65,
!p

2 ! .120, whereas there was no match effect in any of the other
three regions (Fs # 1.06). Not relevant to our predictions, there

Figure 2. Illusory rotation stimulus used in Experiment 5.

Figure 1. Average reading times per sentence region (with standard
errors denoted by the error bars) for Experiments 4 (top panel) and 5
(bottom panel). Pre-verb ! region preceding the target verb; Verb ! target
verb; Post-verb1 ! the first word after the verb; Post-verb2 ! the second
word after the verb.

7MOTOR RESONANCE IN LANGUAGE COMPREHENSION



Verb gapping: An action-gap compatibility study
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This study addresses the processing of verb-gapping sentences, e.g., John closes a juice bottle and Jim [ ] a lemonade
bottle. The goal was to explore if there would be an interaction between language comprehension and motor
action not only for overt action verbs but also for gapped verbs. Participants read gapping sentences that either
described clockwise or counter-clockwise manual rotations (e.g., closes vs. opens a juice bottle). Adopting
a paradigm developed by Zwaan and Taylor (2006), sentence presentation was frame-by-frame. Participants
proceeded from frame to frame by turning a knob either clockwise or counter clockwise. Analyses of the frame
reading-times yielded a significant effect of compatibility between the linguistically conveyed action and the
knob turning for the overt-verb (e.g., closes/opens a juice bottle) as well as for the gapped-verb frame
(e.g., a lemonade bottle) – with longer reading times in the match condition than in the mismatch condition –

but not for any of the other frames (e.g., and Jim). The results are promising in providing novel evidence for
the real-time reactivation of gapped verbs and in suggesting that action simulation is not bound to the processing
of overt verbs.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Can language be “a surrogate for experience” (Taylor & Tversky,
1992, p. 495)? According to some theories of language comprehension
(e.g., Barsalou, 1999; Glenberg, 1997, 2007; Zwaan, 2004), the answer
to this question should be absolutely positive. These theories assume
that language comprehension involves embodied mental simulations
that are grounded in perception and action. They share the assumption
that representations derived from linguistic input recruit the same
modality-specific mental subsystems as representations derived from
direct experience. In what follows, I will use the term embodied-
simulation view to embrace different theoretical approaches that
all assume a common representational system for linguistic cognition,
non-linguistic cognition, and perception and action.

The embodied-simulation view is empirically supported by numerous
impressive findings (for overviews see e.g., Barsalou, 2008; Meteyard,
Cuadrado, Bahrami, & Vigliocco, 2012). Neuroscientific studies have
revealed a considerable overlap between the pattern of brain activation
that occurs when a particular linguistic expression is processed
and the pattern of activation that is involved in directly perceiving
the object or doing the activity, which the linguistic expression
denotes (e.g., González et al., 2006; Pulvermüller & Hauk, 2006;
Tettamanti et al., 2005). Findings from behavioral studies point to an

equivalence between representations derived from linguistic input
and representations being used in perception and action by indicating
that effects that have been demonstrated in studies on perception and
action also show up in language comprehension tasks (e.g., Chen &
Bargh, 1999; Claus & Kelter, 2009; Glenberg, Sato, & Cattaneo, 2008;
Pecher, Zeelenberg, & Barsalou, 2003). Furthermore, there are several
behavioral studies that revealed interaction effects between language
comprehension and concurrent perceptual processes (e.g., Bergen,
Lindsay, Matlock, & Narayanan, 2007; Kaschak et al., 2005; Meteyard,
Bahrami, & Vigliocco, 2007; Zwaan, Madden, Yaxley, & Aveyard,
2004). One important line of evidence – which also is of immediate
relevance to the study to be presented in the present paper – stems
from studies addressing the interaction between language comprehen-
sion and action and indicating that processing linguistic input can affect
motor actions. In particular, many studies revealed an action–sentence
compatibility effect (Glenberg & Kaschak, 2002), i.e., response times for
sentences describing an action in a particular direction were found to
be affected by whether the direction of the hand movement required
for responding was compatible or incompatible to the direction implied
by the sentence (e.g., Bergen & Wheeler, 2005; de Vega, Moreno, &
Castillo, 2013; Glenberg & Kaschak, 2002; Zwaan & Taylor, 2006; see
also Bub & Masson, 2010).

By now, the embodied-simulation view has gained considerable
importance in research on language comprehension. It has drawn
attention to many new questions leading to novel findings, particularly
as to the relationship between language processing and perceptual and
motor processes. Yet, the embodied-simulation view is still in its infancy
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Setting: working at a petrol station | Christian opens/closes a petrol cap on a car 
and Martin a petrol can next to the car wash facility. (Christian öffnet/schließt 
einen Tankdeckel an einem Auto und Martin einen Benzinkanister neben der 
Waschanlage.) 



(23) = 2.68, p = .014). For both frames, reading times were longer
in the match condition than in the mismatch condition (see Fig. 1).
There was no significant effect of match for any of the other frames
(Frame 1: t1(34) = 0.85, p = .401; t2(23) = 0.53, p = .601; Frame
3: t1(34) = 0.19, p = .854; t2(23) = 0.47, p = .640; Frame 4: t1
(34) = 0.72, p = .477; t2(23) = 0.94, p = .358; Frame 6: t1(34) =
0.99, p = .325; t2(23) = 0.95, p = .354). Thus, the interaction of sen-
tence frame and match seems to be driven by the presence of a match
effect in the two action-conveying frames and its absence in the other
frames. To check for potential differences between the overt-verb
frame and the gapped-verb frame, the reading-time residuals for the
two frames were submitted to a 2 (overt verb/gapped verb) by 2
(match/mismatch) analysis of variance. This demonstrated significant
main effects of verb frame (F1(1,34) = 8.79, MSE = 14,533, p = .005;
F2(1,23) = 17.29, MSE = 5294, p b .001) and of match (F1(1,34) =
8.12, MSE = 6723, p = .007; F2(1,23) = 9.57, MSE = 3776, p = .005)
but no interaction effect (F1(1,34) = 0.10, MSE = 4252, p = .755; F2
(1,23) = 0.02, MSE = 3404, p = .880), indicating that the match
effect was not different for the overt and gapped verb frame.

Summing up the results, a significant compatibility effect was found
for the overt-verb frame in the first conjunct (e.g., |closes/opens a
lemonade bottle|) as well as for the gapped-verb frame (e.g., |a juice
bottle|) in the second conjunct. There was no significant compatibility
effect for any of the other sentence frames. However, the direction of
the compatibility effect for the two action-implying frames was oppo-
site to the effect that has been found in several studies by Zwaan and
Taylor and colleagues (Taylor & Zwaan, 2008; Taylor et al., 2008;
Zwaan & Taylor, 2006; Zwaan et al., 2010). In the present experiment,
reading times in the two action-conveying frameswere found to be lon-
ger – rather than shorter –when there was a match between the direc-
tion of the linguistically conveyed action and the actual knob rotation
compared with when there was a mismatch. I get back to this issue in
the Discussion section. With regard to the specific aim of the experi-
ment, the crucial finding is (1) that the pattern of results for the second,
elliptical conjunct equals the pattern of result for the first conjunct, and
(2) that the effect of compatibility was specific to the two action-
implying frames. On the one hand, the results indicate that language-
induced motor activation is not bound to the processing of overt words

but also obtains for elliptical constructions. On the other hand, the result
for the gapped-verb frame suggests that the missing verb information
was reactivated in real time, i.e., during processing of the frame that re-
vealed the gap.

3. Discussion

The goal of the present study was to explore if there would be an
interaction between language comprehension and motor action not
only for overt action verbs but also for gapped verbs. In a reading-by-
rotating paradigm experiment, an effect of compatibility between the
directions of a linguistically implied and an actually performed action
was found not only for overt verbs but also for verb gaps. As outlined
in the introduction, this finding is revealing both for research on verb
gapping processing and for research within the embodied-simulation
view. Before looking into the twofold implications of the present
finding, however, it seems to be indicated to go into the matter of
the direction of the compatibility effect in the present experiment.

The present result differs from the common finding from experi-
ments employing the reading-by-rotating paradigm. In the present
study, the compatibility effect is due to shorter reading times in themis-
match condition than in thematch condition, whereas in previous stud-
ies, it was due to shorter reading times in the match condition than in
the mismatch condition (Taylor & Zwaan, 2008; Taylor et al., 2008;
Zwaan & Taylor, 2006; Zwaan et al., 2010). As a matter of fact, when
considering studies on the interaction between language comprehen-
sion and actual action beyond the reading-by-rotating paradigm, the re-
sults are mixed with regard to the type of the effect. Some studies have
found a match advantage/mismatch disadvantage effect, with shorter
latencieswhen therewas amatch between the linguistically implied ac-
tion and the actually to be performed action comparedwithwhen there
was a mismatch (e.g., Bergen & Wheeler, 2005, 2010; Bub & Masson,
2010; Glenberg & Kaschak, 2002; Masson, Bub, & Newton-Taylor,
2008). Yet, there are also several studies that yielded a mismatch ad-
vantage/match disadvantage effect as in the present experiment, with
shorter latencies in the mismatch condition compared with the match
condition (de Vega et al., 2013; de Vega & Urrutia, 2011; Buccino
et al., 2005; see also Borreggine & Kaschak, 2006; Boulenger et al.,

match
mismatch

Tina on the 
balcony

closes/opens                                  
a lemonade 

bottle
and Adrian a juice 

bottle

in the 
children’s 

room 

Frame 1 Frame 3Frame 2 Frame 4 Frame 5 Frame 6

Fig. 1.Mean residual reading times (in ms) per frame of the gapping sentences in the match and mismatch condition. Error bars represent within-subject 95% confidence
intervals (see Masson & Loftus, 2003) associated with the contrast between the match and mismatch condition in the respective frame.
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Analyses were performed on the reading times per frame of the gapping sentences and were based on residual 
reading times, adjusted for frame length in terms of number of characters 



One major weakness of reaction time studies like these is that they present a 
perceptual stimulus or require a physical action that matches the linguistic content 
or not.  

This raises the concern that it might only be this feature of the experimental 
apparatus that induces simulation effects. 

 That is, perhaps people only think about the orientation of toothbrushes in the 
context of an experiment that systematically presents visual depictions of objects 
in different orientations. Perhaps the experiment induces the effects. 



One way to methodologically circumvent this concern is with the use of eye-tracking. 
Several groups have used eye-tracking during passive listening as a way to make inferences 
about perceptual processes during language processing. For instance, Spivey and Geng 
(2001) had participants listen to narratives that described motion in one direction or another 
while look- ing at a blank screen, and while the participants believed the eye-tracker was 
not recording data. The researchers found that the participants’ eyes were most likely to 
move in the direction of the described motion, even though they had been told that this was 
a rest period between the blocks of the real experiment. Another study (Johansson at al. 
2006) first presented people with visual scenes and then had them listen to descriptions of 
those scenes while looking at the same scene, looking at nothing, or looking at nothing in 
the dark. They found that people’s eye movements tracked with the locations of the 
mentioned parts of the scene. Both studies suggest that even in the absence of experimental 
demands to attend to specific aspects of described objects, actions, and scenes, people 
engage perceptual processes. This is consistent with the idea that they perform simulations 
of described linguistic content, even when unprompted by task demands. 



Spivey and Geng 



You will soon hear a pre-recorded, spoken description. The description 
will describe a two-dimensional picture. We want you to listen to the 
description as carefully as possible and to imagine it as thoroughly as 
possible. During this description we will measure your pupil size. It is 
important that you do not close your eyes, but you may look wherever 
you want on the white board.

Pictures and Spoken Descriptions Elicit Similar Eye
Movements During Mental Imagery, Both in Light

and in Complete Darkness

Roger Johansson, Jana Holsanova, Kenneth Holmqvist
Department of Cognitive Science, Lund University

Received 7 December 2004; received in revised form 28 April 2006; accepted 5 June 2006

Abstract

This study provides evidence that eye movements reflect the positions of objects while participants
listen to a spoken description, retell a previously heard spoken description, and describe a previously
seen picture. This effect is equally strong in retelling from memory, irrespective of whether the original
elicitation was spoken or visual. In addition, this effect occurs both while watching a blank white board
and while sitting in complete darkness.

This study includes 4 experiments. The first 2 experiments measured eye movements of participants
looking at a blank white board. Experiment 1 monitors eye movements of participants on 2 occasions:
first, when participants listened to a prerecorded spoken scene description; second, when participants
were later retelling it from memory. Experiment 2 first monitored eye movements of participants as they
studied a complex picture visually, and then later as they described it from memory. The second pair of
experiments (Experiments 3 and 4) replicated Experiments 1 and 2 with the only difference being that
they were executed in complete darkness. This method of analysis differentiated between eye move-
ments that are categorically correct relative to the positions of the whole eye gaze pattern (global corre-
spondence) and eye movements that are only locally correct (local correspondence). The discussion re-
lates the findings to the current debate on mental imagery.

Keywords: Imagery; Attention; Perception; Visual and verbal elicitation; Darkness; Light; Eye
movements; Visual deixis

1. Introduction

It has been proposed that we use imagery when we mentally invent or recreate personal ex-
perience (Finke, 1989; Kosslyn, 1980), when we retrieve information about the physical prop-
erties of objects or about physical relations among objects (Finke, 1989; Kosslyn, 1980), when
we plan future events, when we imagine transformations by mental rotation and mental anima-

Cognitive Science 30 (2006) 1053–1079
Copyright © 2006 Cognitive Science Society, Inc. All rights reserved.

Correspondence should be addressed to Kenneth Holmqvist, Humanistlaboratoriet, Språk och
Litteraturcentrum, Lund University, Box 201, S-221 00 Lund, Sweden 22100. E-mail: kenneth@lucs.lu.se



Neuroimaging

When people are processing language about motor actions, there’s an increased signal in motor 
areas, as compared with language not about motor actions. This signal in the motor system 
observed during motor language processing is weaker than when people are actually moving their 
bodies, and overlaps but may not be fully co-extensive with the area in which a signal is observed 
while people are performing intentional imagery of motor actions. But the signal is present even 
when people are not asked to think deeply about the meanings of the sentences they’re presented 
with. 



MEANING IS GROUNDED IN SENSORIMOTOR REPRESENTATIONS.

I BITE THE APPLE

I GRASP A KNIFE

I KICK  THE BALL

MARCO TETTAMANTI ET AL

CONTROL CONDITION:   ABSTRACT SENTENCES LIKE 
I APPRECIATE SINCERITY.



Problems?

We do not know what kind  of information these regions are 
actually computing in response to language.

Also, fMRI is sloooowwww.



Neuropsychology

Participants were instructed to give a motor response, as fast and accurate as possible, by 
pressing a key on a computer keyboard centred on participants' body midline with their 
right index finger. They had to respond when the stimulus referred to a real object, and 
refrain from responding when it was meaningless (go-no go paradigm). 

Frequenza dell’Italiano Scritto ~ 3.798.000 words)e Laudanna,

Thornton, Brown, Burani, & Marconi, 1995 e F(1,38) ¼ .08,
p ¼ .78; rGoogle/CoLFIS ¼ .83, p < .0001]. Pseudowords were
built by substituting one consonant and one vowel in two
distinct syllables of each noun (e.g., ‘nipola’ instead of
‘nuvola’). With this procedure, pseudowords contained
orthographically and phonologically legal syllables for the
Italian language. In addition, nouns and pseudowords were
matched for word length.

Photos depicted 20 graspable objects and 20 non-graspable
objects. Fig. 1 shows an example of each category. The
scrambled images were built by applying Adobe Illustrator

distorting graphic filters (e.g., twist and zigzag) to the photos
depicting natural objects so tomake themunrecognizable and
then meaningless. All photos and scrambled images were
440 " 400 pixels. The nouns of objects depicted in the photos
and the 40 Italian nouns used as stimuli were matched for
word length [average values for visual items and for verbal
items: 6.45 and 6.15; F(1,78) ¼ .82, p ¼ .37], syllable number
[average values: 2.57 and 2.55; F(1,78)¼ .04, p¼ .84] andwritten
lexical frequency [Google average values: 4.98 and 4.49;
F(1,78) ¼ .10, p ¼ .75; CoLFIS average values: 7.74 and 6.54;
F(1,78) ¼ .18, p ¼ .67].

2.3. Experimental design and procedure

The experiment was carried out in a sound-attenuated room,
dimly illuminated by a halogen lamp directed towards the
ceiling. Participants sat comfortably in front of a PC screen (LG
2200 LCD, 1920 " 1080 pixel resolution and 60 Hz refresh rate).
The eye-to-screen distance was 60 cm.

Each trial started with a black (RGB coordinates ¼ 0, 0, 0)

fixation cross displayed at the centre of a gray (RGB
coordinates ¼ 178, 178, 178) background. After a delay of
1000e1500 msec (in order to avoid response habituation), the
fixation cross was replaced by a stimulus item, either a noun/

pseudowords or a photo/scrambled image. The verbal labels

were written in black lowercase Courier New bold (font
size¼ 24). Stimuliwere centrallydisplayedand surroundedbya
red (RGB coordinates ¼ 255, 0, 0) 440 " 440 pixels frame (20
pixels-wide line). The red frame changed to green (RGB
coordinates ¼ 0, 255, 0) 150 msec after the stimulus onset. The
color change of the frame was the “go” signal for the response.
Participants were instructed to give a motor response, as fast
and accurate as possible, by pressing a key on a computer
keyboardcenteredonparticipants'bodymidlinewith their right
indexfinger.Theyhad to respondwhen the stimulus referred to
a real object, and refrain from responding when it was mean-

ingless (go-no go paradigm). Stimuli remained visible for
1350 msec or until participant's response. Stimulus presenta-
tion and response time collection were controlled using the
software package E-Prime 2 (Psychology Software Tools, Inc.).

The experiment consisted of 1 practice block and 1 exper-
imental block. In the practice block, participants were pre-
sented with 16 stimuli (4 photos of graspable/non-graspable
objects, 4 scrambled images, 4 nouns of graspable/non-
graspable objects and 4 pseudowords) which were not used
in the experimental block. During the practice block, partici-
pants received feedback (“ERROR”) after giving a wrong

response (i.e., responding to a meaningless or refraining from
responding to a real item), as well as for responses given prior
to go signal presentation (“ANTICIPATION”), or later than
1.5 sec (“YOU HAVE NOT ANSWERED”). In the experimental
block, the 160 items selected as stimuli were randomly pre-
sented with the constraint that no more than three items of
the same kind (verbal, visual) or referring to objects of the
same category (graspable, non-graspable, meaningless) could
be presented on consecutive trials. No feedback was given to
participants. Thus, the experiment, which lasted about
20 min, consisted of 80 go trials (40 nouns of objects, 50%

graspable and 50% non-graspable, plus 40 photographs of
objects, 50% graspable and 50% non-graspable) and 80 no-go

Fig. 1 eMeanMotor Responses (RTs) of controls (left side) and patients (right side) in relation to the different kinds of stimuli
(upper row) used in the study. Bulbo is the Italian word for bulb, laguna is the Italian word for lagoon. Examples of a
pseudoword and a scrambled image, which did not require a motor response, are not shown. Asterisks mark significant
differences.
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Limits to the idea

Abstract concepts how grounded in experience?



WHAT ABOUT ABSTRACT WORDS?

George Lakoff-- the mind is "embodied".  Human 
cognition, including the most abstract reasoning, 
depends on and makes use of such concrete and 
"low-level" facilities as the sensorimotor system 
and the emotions.



“Our ordinary conceptual system, in terms of which we 
both think and act, is fundamentally metaphorical in 
nature.”

THE MEANING OF AN ABSTRACT WORD LIKE “ARGUMENT”

METAPHOR -- AN  ARGUMENT IS LIKE WAR OR FIGHTING.
• He won the argument.
• Your claims are indefensible.
• He shot down all my arguments.
• His criticisms were right on target.
• If you use that strategy, he'll wipe you out.

According to Lakoff, the development of thought has been the process of developing 
better metaphors.



Language depends hugely on context

As a consequence, it appears to be that in general, meaning construction is an active process 
that involves the interplay of knowledge of context, encyclopedic knowledge, and prior 
expectations. All of this conspires to constrain what goes into the content of simulation. None 
of this is compatible with an account in which word- associated simulation is the meaning of a 
word 

The lawyer enjoyed the newspaper

The goat enjoyed the newspaper 



Goals of the listener?

Lift the cellphone

Use the cellphone 

As in: Lift the cellphone and 
give it to me



What then is simulation for?

Inferences?

Preparing to act?

An epiphenomenon?



Metalinguistic intuitions—for instance, the feeling that the word one means precisely and 
not approximately one—are not easily dealt with through simulation alone. Simulation is 
clearly not sufficient for meaning, any more than visual perception is sufficient for what we 
know about objects. Work thus far has focused on expanding what we know about when 
simulation happens and what it does, while relatively less scrutiny has attended to what has 
to surround it—what other mechanisms must be in place alongside and integrated with 
simulation to account for all that humans do with respect to meaning. These appear to be 
productive directions in which the field is headed. 


