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David Giles 

Bayesian Econometrics 

 
10.  Model Selection - Applications 

 

Baseball Example 

  (Hoogerheide et al., 2007) 

• 2004 World Series - Boston Red Socks vs. St; Louis Cardinals 

                     𝑦𝑡 = 1  ; 𝑅𝑒𝑑 𝑆𝑜𝑐𝑘𝑠 𝑤𝑖𝑛 𝐺𝑎𝑚𝑒 𝑡 

                           = 0   ;   𝐶𝑎𝑟𝑑𝑖𝑛𝑎𝑙𝑠 𝑤𝑖𝑛 𝐺𝑎𝑚𝑒 𝑡  ;    𝑡 = 1, 2, … . , 𝑇 

Bernoulli distribution: 

             𝑝(𝑦𝑡 | 𝜃) = 𝜃𝑦𝑡(1 − 𝜃)1−𝑦𝑡      ;     0 ≤ 𝜃 ≤ 1 
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• Likelihood function if Red Socks win T1 games and Cardinals win T2 

games:    

             𝐿(𝜃 | 𝒚) = 𝑝(𝒚 | 𝜃) = ∏ 𝑝(𝑦𝑡 | 𝜃)𝑇
𝑡=1 = 𝜃𝑇1(1 − 𝜃)𝑇2       

Prior density:  

            𝑝(𝜃) = 1   ;     𝜃 ∈ [0 , 1] 

• Actually, Boston won the World Series in 4 straight games. 

• Apply Bayes' Theorem. After T games,  

              𝑝(𝜃 | 𝒚) ∝ 𝑝(𝜃)𝐿(𝜃 | 𝒚) ∝  𝜃𝑇  ;    T = 1, 2, 3, 4. 

• Normalizing constant is  1/ (∫ 𝜃𝑇𝑑𝜃
1

0
) = (T + 1) 

• So,  𝑝(𝜃 | 𝒚) = (𝑇 + 1) 𝜃𝑇  ;    T = 1, 2, 3, 4. 
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• Now consider BPO analysis. Two "non-nested" models. 

• 𝑀1: 𝜃 ≤
1

2
         ("Cardinals are at least as good as the Red Socks") 

       𝑀2: 𝜃 >
1

2
  ("Red Socks are better than the Cardinals") 

• Let  𝑝(𝑀1) = 𝑝(𝑀2) =
1

2
  

              𝑝(𝜃 | 𝑀1) = 2   ;   0 ≤ 𝜃 ≤
1

2
     and     𝑝(𝜃 | 𝑀2) = 2   ;   

1

2
< 𝜃 ≤ 1 

• Recall that Red Socks won all matches, so 

𝑝(𝒚 | 𝑀1) = ∫ 𝑝(𝒚 | 𝜃, 𝑀1)𝑝(𝜃 | 𝑀1)𝑑𝜃 = ∫ 𝜃𝑇2𝑑𝜃 =
2

(𝑇 + 1)
(

1

2
)

𝑇+10.5

0

 

𝑝(𝒚 | 𝑀2) = ∫ 𝑝(𝒚 | 𝜃, 𝑀2)𝑝(𝜃 | 𝑀2)𝑑𝜃 = ∫ 𝜃𝑇2𝑑𝜃 =
2

(𝑇 + 1)
[1 − (

1

2
)

𝑇+1

]
1

0.5
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• 𝐵𝑃𝑂12 =
𝑝(𝑀1|𝒚)

𝑝(𝑀2|𝒚)
=

(
1

2
)

𝑇+1

1−(
1

2
)

𝑇+1 

               𝑝(𝑀1|𝒚) = (
1

2
)

𝑇+1
    ;   𝑝(𝑀2|𝒚) = 1 − (

1

2
)

𝑇+1
 

• So, "the probability that the Cardinals are at least as good as the Red 

Socks", given T = 1, 2, 3, 4 matches won by the Red Socks, is (
1

2
)

𝑇+1
= 

0.25, 0.125, 0.06, 0.03. 

• Check the frequentist outcome when H0 = M1, HA = M2, and the test statistic 

is the number of games won by the Red Socks. The p-value = (0.5)T . So, 

even when T = 4, p = 0.0625. We would not reject H0 (M1) at the 5% 

significance level! 
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Econometric Example - Distributed Lag Models 

• Example from Giles (1975) – competing “Distributed Lag” regression 

models with AR(1) error terms. 

• Explain payments for imports into N.Z.. 

• 12 different models: 3 lag “shapes” (S); 4 maximum lag lengths (L) 

• 4 parameters in each model. Scale parameter for errors eliminated by 

analytic integration. 

• Rest of analysis involved 3-dimensional numerical integration. (Prior to 

MCMC!) 

• Emphasis on: 

 (i) Posterior probabilities for each model. 

 (ii) Parameter estimates & predictions based on Bayesian Model Averaging 

  (BMA), using model posterior probabilities as weights. 
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Bayesian Model Averaging Example - The BMS Package 

• Basic idea – estimate many competing models and then “weight” the results 

using the model Posterior Probabilities. 

• Applies to estimates of coefficients, predictions, etc. 

• BMS package for R deals with regression models where there are K 

potential regressors. 

• Each regressor can be included or excluded from the model, so there are 2K 

models in the full Model Space. 

• e.g., If K = 40, there are 1.1 × 1012 possible models! 

•  A Metropolis-Hasting type of MCMC is used to search the model space 

and obtain a manageable random selection of models that have high 

posterior probabilities. 
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• These models are then combined using the (re-weighted) posterior 

probabilities. 

Some R code 

library(BMS) 

data(datafls) 

set.seed(12345) 

# Total number of models = 2^41 = 2.2*10^12 

#  "PIP" denotes "Prior Inclusion Probability" 

# NOTE: With 1,000,000 drawings, the next line will take approximately 1.5 

minutes to execute 

################################################################ 

growth <- bms(datafls, burn = 50000, iter = 1e+06, g = "BRIC", mprior = 

"uniform", nmodel = 2000, mcmc = "bd", user.int = F) 

growth  
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Medians 

Posterior Means and Std. Deviations 
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