ECON 575: Assignment 3

Due: Friday 16 November, 4 :30p.m.

Question 1
Suppose that we haveindependent observations from a Poisson distobyutvhose p.m.f. is:

py; [A) =AY exp{-A}/y;! ;y, =012,...... ;. A>0

Suppose thag priori, we are totally ignorant about the value/of

Prove that the Bayes estimatoripfvhen the loss function is quadratic,)is (ﬁ y; In).
i=1

[Hint: The p.d.f. for a Gamma distribution j&x) O x*  exp{-x : &, B, x> 0. The mean of
this distribution is ¢ /5). ]

Total: 6 marks
Question 2
Suppose that is uniform on the interval [0 ¢], and that we have a random sampla of

observations ok.

Let the prior p.d.f. fof be:
p(6) = ak?g~ @D : =k; a>0.

(This is the p.d.f. for a Pareto distribution.)

() Show that this is the natural conjugate prioréor

(4 marks)
(b) Obtain the full posterior density fér including the normalizing constant.

(5 marks)
(© Find the mean of the prior distribution.

(4 marks)
(d) What is the Bayes estimator &ff the loss function is quadratic?

(2 mark)

Total: 14 marks
Question 3
You probably know that J. M. Keynes made many irtgodrcontributions to probability theory
and statistics (as well as to economics, of coutdis) Treatise on Probabilitys a classic work
that makes seminal contributions to the “subjeéttheory of probability used by Bayesians. He
also provided Keynes, 1911) the first modern tremtnof “Laplace’s (1774) first law” - if we

have an odd number of observations;, ‘then the value of that minimizes the expression

n
Z| y, — @] is the median of thg's. (An odd number is needed to ensure that theianeid
i=1



unique.) Now suppose that we have a random sanfipl&’ ¢gwhich you can assume to be an odd
number of) observations from a Laplace (or “doublg@onential”) distribution. That is, the
density function for an individuaf is:

p(y, 16,4) = (2A) exp{-|y, =0/}, -co<y <o ; A>0.

() Prove that the MLE fa#, sayé, is the median of the sample, and that the MLE fier

(5 marks)

(b) It can be shown thaE(y,) =8 and E(y’) = (2A4° + 87). Suppose that we want to
provide a unitless measure of the variability bé tdata. One such measure is the
“coefficient of variation”, cv=,/var.(y;) / E(y;). Provide a consistent estimator for
cv. What else can you say about the asymptotic ptiegeof your estimator?

(5 marks)

(© Now, suppose wknow 64, but that we are totallignorant aboutl. Obtain the posterior
density forl, and derive the Bayes’ estimator of this parametezn we have a zero-one
loss function. Do this estimator and the MLE cageein probability tol at the same rate
asn - o ?

(10 marks)

References.  Keynes, J. M. (1911), “The principal averages #redaws of error which
lead to them”Journal of the Royal Statistical Society, Serieg§4 322-328.

Laplace, P. (1774), “Mémoire sur la probabilité daases par les événemens”,
Mémoires de Mathématique et de Physjdije&621-656.

Total: 20 marks

Question 4

Consider a Binomial random variable. Let x denbi iumber of “successes” in n independent
trials, and le® be the probability of a “success”. Assume thatmnar information aboué can

be represented by a “Beta” density:

p@) 0¥ (1-0)1: a,b>0 ; &H<1.
(a) Prove that, under a quadratic loss function, thgeBastimator of is given by

0*=(x+a)/(n+a+hbh).
(6 marks)
(b) Compare this estimator to the MLE f
(4 marks)
Total: 10 marks



Question 5

Suppose that we have a sample of ‘n’ random obsensfrom a normal population whose
mean isknown, but whose variance is unknown. We wish to estinthe latter parameter using
Bayesian inference.

@) Show that the natural-conjugate prior for theetision”, 7 = 02, is a Gamma density.
(See Question 1 for the definition of this disttiba’s p.d.f.)
(5 marks)
(b) Give the formulae for the Bayes estimator of thigecpsion parameter under both
guadratic and zero-one loss functions.

(5 marks)
(© What would be a consistent estimator for ¥eiance itself under each of these loss
functions?
(2 marks)
Total: 12 marks
Question 6

Suppose that we have data that follow a Poissdnhiditon, with parameten,
We want to test the two competing hypothesgsfid 1, and H: 6 = 2.

(a) Assume that both hypotheses are deemed to be etjkaly, a priori. Compute the
Bayesian Posterior Odds in favour of, Mhen n = 3 and the sample average is 1.2.

(5 marks)
(b) Suppose that we have the following loss table:
State of theWorld
H; True H True
Accept H 0 3
Action
Accept H 1 0
Which hypothesis would you choose?
(3marks)

(c) What conclusion would you reach is the prior odd&avour of B were 2 to 1, and the
sample mean was 1.5 (with n = 3)?

(5 marks)
Total: 13 marks

TOTAL: 75 Marks



