




QUESTION 2 (a) 
----------------------- 
'INITIALIZE VARIOUS VALUES 
'------------------------- 
scalar nrep=5000 
'CC DENOTES THE TRUE VALUE OF THE PARAMETER, "C" 
'IN THE NEXT LINE OF CODE WE IMPOSE THE NULL HYPOTHESIS TO BE TRUE, SO IN 
THIS CASE THE "POWERS" OF THE TESTS THAT ARE CALCULATED BELOW ARE 
ACTUALLY THE TRUE SIGNIFICANCE LEVELS FOR THIS SAMPLE SIZE 
 
'IF WE ALTER "CC" TO OTHER VALUES, THE NULL WILL BE FALSE & THEN THE POWER 
VALUES REALLY WILL BE POWERS, ALTHOUGH ONES THAT ARE NOT ADJUSTED FOR 
ANY SIZE-DISTORTION 
scalar cc=2 
scalar n=10 
scalar sumlrt=0 
scalar sumw=0 
scalar sumlm=0 
rndseed 121212 
series(nrep)  y 
'CALCULATE 5% CRITICAL VALUE FOR CHI-SQUARE WITH 1 DEGREE OF FREEDOM: 
'------------------------------------------------------------------- 
scalar crit=@qchisq(0.95,1) 
smpl 1 10 
 
'START THE MONTE CARLO LOOP 
'NOTE: THE PARETO RANDOM NUMBER GENERATOR IN EVIEWS APPEARS TO WORK 
FINE FOR SOME CHOICES OF "C", BUT NOT FOR OTHERS - IF C=2, FOR EXAMPLE, 
THERE IS A TENDENCY TO PRODUCE LARGE OUTLIERS, WHICH THEN MESS UP ALL OF 
THE CALCULATIONS AND RESULTS. 
'SO, GENERATE THE PARETO RANDOM VALUES USING THE RESULT THE (1/U)^(1/C), 
WHERE U IS UNiFORM ON (0,1), WILL BE PARETO. 
'-------------------------- 
for !i=1 to nrep 
y=(1/@runif(0,1))^(1/cc) 
scalar sumly=@sum(log(y)) 
scalar mle=n/sumly 
scalar lrt=2*(n*(log(mle)-1.693148)+2*sumly) 
scalar wald=n*(mle-2)^2/(mle^2) 
scalar lm=(4/n)*((n/2)-sumly)^2 
if(lm>crit) then 
sumlm=sumlm+1 
endif 
if(lrt>crit) then 
sumlrt=sumlrt+1 
endif 
if(wald>crit) then 
sumw=sumw+1 
endif 
 
next 
 
'END OF MONTE CARLO LOOP 
scalar power_lrt=sumlrt/nrep 
scalar power_w=sumw/nrep 
scalar power_lm=sumlm/nrep 



(b) Sizes when n=10 n=50  n=200  n=500   
 
LRT 0.0484  0.0500  0.0518  0.0518 
LM 0.0420  0.0468  0.0516  0.0498  
Wald 0.0420  0.0468  0.0516  0.0498 
 
The LRT has the least size distortion for small sample sizes. When n > 50 the other two tests 
have slightly less size distortion. NOTE THAT IN FACT THE WALD AND LM TEST STATISTICS 
ARE IDENTICAL FOR THIS PARTICULAR PROBLEM! 
 
(c) Some illustrative “powers” are given below. The asymptotic critical values have been 
 used – so these powers are not “size-adjusted”. We can still see the following, though: 
 

(i) True size of LRT exceeds those of LM and Wald when n = 10 (see above), and yet 
when c < 2, the “raw” (unadjusted) powers of LM and Wald exceed LRT. So LM and 
Wald definitely have greater power than LRT in this situation.  

 
(ii) Conversely, when c > 2, the “raw” (unadjusted) powers of LM and Wald are less than 

that of the LRT. So in this case we can’t say which test has the greater (size-
adjusted) power, strictly speaking. However, given the very slight size distortions and 
the big raw power differences, the LRT is probably the superior test in this case. 

   
"Powers" when n=10 (not size-adjusted): 
 
c  LRT  Wald  LM 
--------------------------------------------------------------------------------- 
1.6  0.1094  0.1662  0.1662 
 
1.4  0.2198  0.2988  0.2988 
 
1.0  0.6194  0.7046  0.7046 
 
0.6  0.9614  0.9732  0.9732 
 
0.4  0.9968  0.9982  0.9982 
 
2.4  0.0880  0.0258  0.0258 
 
2.8  0.1682  0.0418  0.0418 
 
3.2  0.2870  0.0896  0.0896 
 
3.6  0.4132  0.1524  0.1524 
 
4.0  0.5422  0.2316  0.2316 
 
4.8  0.7636  0.4274  0.4274 
 
6.0  0.9338  0.7058  0.7058 
 
8.0  0.9940  0.9396  0.9396 
 
(d) Clearly, we need to “size-adjust” the tests. For each test separately, find the actual critical 
 value (by trial and error) that ensures that the rejection rate is exactly 5% when n=10 and 
 c=2. Then use these critical values with different values of c to get the appropriate 
 rejection rates (powers) of the tests. 



QUESTION 3 
(a) 

 
 
Clearly the variance exceeds the mean – there is over-dispersion – perhaps the Poisson model is not the 
best choice. Let’s see. 
 
(b) The following is a reasonable model – you may have found a better one: 

 



 
(c) Military background is significant and has a positive marginal effect. Date of birth (BORN) 

and gender are not significant. Academic achievement is significant if the astronaut has a 
Masters degree rather than a Bachelors of Doctorate. The Masters effect impacts on both the 
intercept and also on the marginal effect of the year of selection – the latter is significant only 
if the astronaut has a Masters, and not otherwise. 

(d)  
 

 



 
 
Model does not fit very well – does not explain the variation in the data. 
 

 
 



 
 
This is much better. Note that by the SC values, this model is not as good as the one in part (b) above. 
 
(e) Estimate the corresponding Negative Binomial model and apply Wald test: 
 

 



 
 
Cannot reject the null that the restriction holds– the test supports the Poisson model. 
 
(f) From the Poisson model – 
 

 



 

 
 

 
 



 
 

 
 
In each case, we cannot reject the null that the coefficient is zero (at the 10% level) – this again supports 
the Poisson model. 
 



(g) 
  

 
 

(i) The hours of extra-vehicular activity is a continuous variable. The marginal effect is 
calculated as              series marg_eff_eva=flightsf*c(6) 

 

 
 
A representative m.e. would be 0.04. So, 10 extra hours of EVA implies 4 extra expected  flights, other 
things being equal. 
 
(ii) The medal effect is via a dummy variable – obtain the prediction of conditional mean with 

this dummy set to unity and then to zero, and take the difference to get the marginal effect. I’ll 
set the other regressors to their sample medians. (There are other options here.) 



scalar marg_eff_csmh=@exp(c(1)+c(2)*1+c(3)*@median(moonc)+c(4)*@median(selected) 
+c(5)*@median(deceased)+c(6)*@median(eva))-
@exp(c(1)+c(2)*0+c(3)*@median(moonc)+c(4)*@median(selected)+ 
c(5)*@median(deceased)+c(6)*@median(eva)) 
 
 
The marginal effect is 1.180856. So, being awarded the medal increases the expected number of flights 
by 1,2, other things being equal. 



 
  

 


