Department of Economics University of Victoria

ECON 546: Themes in Econometrics

Estimation of Simultaneous Equations Models in EViews

In this handout we discuss the estimation of structural simultaneous equations models (SEM’s)
using various estimation techniques using the EViews econometrics package. In particular, we
will use a simple well-known structural model to illustrate the results that are obtained when
different “limited information” and “full information” estimators are used.

The idea SEM’s for the economy came from Jan Tinbergen, who estimated a 24-egatuion system
for the Dutch economy in 1936. See Tinbergen (1959, pp.37-84) for an English translation. When
the first Nobel Prize in Economic Science was awarded in 1969, Tinbergen shared the inaugural
honour with Ragnar Frisch (a Norwegian econometrician) for their pioneering work that led to the
development of econometrics as a recognized sub-discipline.

Klein’s (1950) “Model I” for the U.S. economy was a 6-equation SEM, comprising 3 structural
equations and 3 identities. The equations of Klein’s model are given below, with the endogenous
variables as the dependent variables:

Ci =0y + P + a,P_y + as(W,P +W.9) + & (Consumption)

Iy = o+ PR+ BoR 1+ BaKi g + 6 (Investment)

WP =70+ 11 X + 72 Xiq + 73 A + €3 (Private Wages)
Xi=C + 1 +G; (Equilibrium Demand)
P =X, -T,-W° (Private Profits)

Ki =K+ (Capital Stock)

The predetermined variables in the model are the intercept, G; (government non-wage spending),
T, (indirect business taxes plus net exports), W,% (government wage bill), A; (time trend,

measured as years from 1931), and the lagged dependent variables, Py.;, X1 and K. Allowing for
lags, the sample period for the estimation of the model was 1921 to 1941 inclusive.

@ Why, do you think, did the sample begin in 1921 and end in 1941, when the model
was published in 1950?

2 The data for this exercise are on the server in the EViews file titled Klein.wfl. Note
that the variable called “K1” is K;_;, and “W” is (W," +W,?) . Estimate each of the

three structural equations using OLS. What can you say about the properties of this
estimator in the present context? The results that you should obtain are as follows:



[Object] [Name][Freeze] [Estimate][Furecast][Resids]

DependentWariahle: COMS

method: Least Squares

Date: 11720003 Time: 14:25
Sampledadjusted): 1921 1941
Included observations: 21 after adjusting endpoints

Yariahle Coeflicient Std. Error - Statistic Froh.
[ 16.23660 1.302698 12.46382 0.o0o00
F 0192934 0.091210 21148273 0.0495
Pi-13 0.0898845 0.090648 09914582 0.3353
L) 07962189 0039944 1993342 0.o0o00
F-squared 0.8981008 Mean dependentvar 2390524
Adjusted R-zquared 0.8977657  S5.D. dependentvar G.BB02EE
5.E. of regression 1.025540  Akaike info criterion 3.0879549
Sum squared resid 17.87845  Schwarz criterion 3256916
Log likelihood -28.10857  F-statistic 2927076
Durhin-vwatson stat 1.367474  Prohi{F-statistic) 0.000000
Views ||Proc [Object] Prink [Name][Freeze] [Estimate][Farecast] Stats [Resids]
Dependent Yariahle: |
Method: Least Squares
Diate; 031 4002 Time: 11:39
Sampledadjusted): 1921 1941
Included ohservations: 21 after adjusting endpoints
Yariahle Coefficient Std. Error t-Statistic Prah.
[ 10.125749 5465547 1.852658 n0.0a14
P 0479636 0097115 4 9383864 0.0001
Pi-1) 0333038 0.100859 3302015 n0.004z2
k1 -0.1117494 0026728  -4182749 0.0006
R-squared 0.931348  Mean dependent var 1.26R6RT
Adjusted R-squared 0819233 5.0 dependentvar 3551948
5.E. ofregression 1.009447  Akaike info criterion 3026324
Sum squared resid 17.32270  Schwarz criterion 3225282
Log likelihood -27. 77641 F-statistic TH.A7A3T
Durhin-vwatzon stat 1.810184  ProbiF-statistic) 0.00oooo0
View ||Proc || Object | |Print ||Mame||Fresze | |Estimate | Forecast || Stats |Resids |
Dependent Variable: WP
Method: Least Squares
Date: 031 402 Time: 11:42
Samplefadjusted): 1921 1941
Included ohservations: 21 after adjusting endpoints
Wariable Coefficient Std. Errar t-Btatistic Frob.
C 1.497044 1.270032 1.178744 02547
H 0438477 0.032408 13.56093 0.oooo
Hi-1) 0146090 0.037423 3903734 0.oo11
A 0130245 0.031910 4031604 0.o00s
R-zquared 0987414  Mean dependent var 3636140
Adjusted R-squared 0885193 5.0 dependent var G.304401
S.E. of regression Q767147 Akaike info criterion 24773687
Sum sgquared resid 10.00478  Schwarz criterion 2ETEIZL
Log likelihood -22.01235  F-statistic 444 5682
Durhin-YWatsaon stat 1.958434  Prob({F-statistic) 0.000000




3 Now estimate by Two Stage Least Squares (2SLS) — this is just 1.V. estimation with
all of the predetermined variables in the model used as the instruments. What are we
hoping to achieve by using 2SLS? The results that you should obtain are as follows:

tiems |Proc | Chject | |Prink |[Name |Freeze| |Estimate |Forecast || Stats || Resids |

Dependent Yariahle: CONS

Method: Two-Stage Least Squares

Date: 1202/03 Time: 0918

Sampledadjusted): 1921 1941

Included ohservations: 21 after adjusting endpoints
Instrument list, CPED WG K HETHAGT

Yariable Coefficient Std. Error t-Statistic Prab.

C 16.559476 1.467979 11.27725 0.oooo

P 0.017302 0131205 0131872 0.8966

P13 0.216234 0119222 1.813714 0.oa74

W 0810183 0.044735 18.11069 0.oooo
R-gguared 0.976711  Mean dependent var 53.99524
Adjusted R-sgquared 0.972601 35.D. dependentvar 6.860866
S.E. ofregrassion 1.139659  Sum squared resid 21.92525
F-statistic 2259334 Durbin-wWatson stat 1.485072
Prob(F-statistic) 0.000000  Second-Stage SSR B7.25682

Wiews || Prac || Object | [Print | Mame ||Freeze | |Estimate || Farecast || Stats |Resids

Dependent Yariable: |

hethod: Two-Stane Least Squares

Date: 12/02/03 Time: 08:19

Sampledadjusted); 1921 1941

Included ahservations: 21 after adjusting endpoints
Instrument list, CPEIWE B RE1DAGT

Variahle Coefficient Std. Errar -Statistic Froh.

o] 202782 8.383249 2.418896 0.0z7

P 0160222 0192534 0.780237 0.4460

P{-1) 0615944 0180926 3.404398 0.0034

K1 -0.157788 0040152 -3.929751 00011
R-sguared 0.584884 Mean dependentvar 1.266667
Adjusted R-sguared 0.864569 5.0 dependentvar 3.551948
5.E. ofregression 1.307149  Sum squared resid 29.04G686
F-statistic 4120019  Durbin-Watson stat 2.085334
ProhiF-statistic) 0.000000 Second-Stage S8R 4113794

Objeck [Freeze] |Estimats ][Forecast] Resids

Dependent Variahle: WP

Method: Two-Stage Least Sguares

Date: 12/02/03 Time: 09:19

Sampledadjusted): 1921 1941

Included observations: 21 after adjusting endpoints
Instrument list, ©PE1WGE KT HEDAGT

Yariable Coefficient Std. Errar +Statistic Frah.

o] 1.600287 1.275686 1.176070 0.2558

X 0.438859 0.039603 11.081585 0.o000

1) 0146674 0043164 3.358063 0.0034

A 0.130386 0.032388 4026001 0.o00a
R-squared 0937414  Mean dependentvar 3636150
Adjusted R-squared 0.985183 5.0 dependentvar 6.304401
5.E. of regression 0.767155 Sum squared resid 10.00496
F-statistic 4241940  Durhin-Vatson stat 1.963416
FProh({F-statistic) 0.000000 Second-Stage S8R 45 96024




Compare the 2SLS and OLS estimates.

(@) We will now estimate the model by Three Stage Least Squares (3SLS) — a “full
information” or “systems” estimator that has the same asymptotic efficiency as Full
Information Maximum Likelihood (FIML). First, we need to create the system we are
going to use. In the EViews workfile, select “Object”, “New Object”, “System”.

Name your system THREESTAGE. Then lay out the specification of the structural
equations in the model as follows:

O

['-.-'iew][F'ru:uc][OI:uject] [F'rint][Name][Freeze] [MergeText][Estimate][Spec][Stats][Resids]
cons=c(1)+c (2 p+ol3ypi-1)+ (A twp+wi)

i=e(a)+ (B p+ef) pi-1)+c(8)7k1

wip=c (@ +o (1 O +oi1 - 10+c(12)%a

instocpi-1awo k1 ®-11ant

(To make things easy for you, the code for these equations is stored in the text-object called
“Three_Stage Spec” in the EViews workfile.)

Then select the “Estimate” tab and choose “Three-Stage Least Squares” as the estimation method:

Estimation Method | Options

Estimation method Time series HAC specification
Three-Stage Least Squares w
Eskirnation settings

Add lagged regressaors bo inskruments
For linear equations with AR terms

Sample

1920 1941

ik ] [ Cancel

Select “OK” to obtain the 3SLS estimates:



3 ] X

'-.-'iew][F‘ru:u:][OI:uject] [F‘rint][Name][Freeze] [MergeText][Estimate][Spec][Stats][Resids]

System: THREESTAGE

Estimation Method: Three-Stage Least Squares
Date: 101409 Time: 14:48

Sample: 1921 1941

Included ohservations: 21

Total system chalancedy obsenations 63

Linear estimation after one-step weighting rmatrix

Coefficient Std. Erraor 1-Statistic Prot.

Cily 16.440749 1.3045449 12 60266 Q.ooon
Cid 01248490 01081249 1.1548013 0.2534
({3 0163144 0100438 1624323 011048
Cid) 0790081 0037938 20.82563 Q.ooon
()] 28177845 B.Y93770 4147601 0.0001
i) -0.0130749 0161896  -0.080737 09354
Cin 07548724 0152933 4941532 Q.ooon
Cim -0.1948448 0032931 -5.93967 4 Q.ooon
Cid 1787218 1.1158585 16106149 01134
Cim n4004492 0031813 1258877 0.0000
C{11) 0181291 00241549 5.307304 Q.ooon
C{1& 0149674 0027935 5.3578497 Q.ooon
Determinant residual covariance 0.282997

Equation: COMES=C{1 )+ S P+C P -1+ G0 +iG)
Instruments: ©PE1WE R HE1DDAGT
Dhservations: 21

R-squared 08930108 WMean dependentwvar 53.89524
Adjusted R-squared 049765498 5.0, dependentwar B.AB0RER
S.E. of regression 1.0495659 Sum sguared resid 18.72696
Durbin-Yatson stat 1.4249349

Equation: [=CE+CEP+ T P -1+ CIa* ki
Instruments: ©PE1WE R HE1DDAGT
Dhservations: 21

R-squared 0825805 WMean dependentwvar 1.2666B67
Adjusted R-squared 0795065 5.0. dependentwar 3.851948
S.E. of regression 1.607958 Sum sguared resid 43.953498
Durbin-Yatson stat 1.885884

Equation: WP=C {3+ G0 00+ CUT TR 1+ 001 2074
Instruments: ©PE1WE R HE1DDAGT
Dhservations: 21

R-squared 08936262 WMean dependentwvar 36.361490
Adjusted R-squared 0933838 5.0. dependentwar B.304401
S.E. of regression 0.8014480 Sum sguared resid 10.920486

Dwrhin-vwatson stat 2155046




()

Let’s move ahead to FIML estimation of the model. Now the identities have to be
““solved out™ in order for EViews to proceed. With a larger model, this would be very
tedious — some other econometrics packages allow you to include identities explicitly
as part of the model specification, but EViews does not, unfortunately. So, in the
EViews workfile, select “Object”, “New Object”, “System”. Name your system
FIML. Then lay out the specification of the structural equations in the model as
follows:

|

['-.-'iew][Pru:uc][OI:uje-:t] [F‘rint][Name][Freeze] [MergeText][Estimate][Spec][Stats][Resids]

congs=c{ o consHi+g-twip o (A cons -1+ 1+ 0= -t 1 - wpl- 10+ old)™
(e +ed)

i=cia+ B cons+i+g-twp o (T cons -1+ g1 -1 1 - wip -1 0+ a8
wp=c(@+c{1 D cons+i+ai+o1 1 cons-10+E10+gé-10+0{1 2% a

(Again, to make things easy for you, these equations are stored in the text-object called
“FIML_Spec” in the EViews workfile.)

Now select the “Estimate” tab, choose “Full Information Maximum Likelihood” as the estimation
method and then select the “Options” tab. Alter the settings as follows (including 1000 as the
maximum number of iterations), and you should obtain the following estimation results and
“Gradients Summary” (presented here in reverse order to save space):

[
['-.-'iew][F‘ru:u:][OI:uject] [F‘rint][Name][Freeze] [MergeText][Estimate][Spec]@

Gradients of ohjective function at estimated parameters
Systerm: FIML

method: Full Information Maximum Likelihood
Computed using anahdic derivatives

Systermn specification is linear

Coefficient Sum mean  Mewton Dir.
Cil 0.000428 204E-0%8 0000113
Ci 0.007 761 0000370 0.ooo1a3
Cih 0.007698 n.ooo3ayT  -0.000132
Cidd 0019370 Q.oo0s4e -9.60E-06
C{E) -0.000226 -1.07E-05  -0.000136
CiE) -0.004240 -0.000202 0.000353
T -0.004248  -0.000202 -0.000253
Ci -0.0458926  -0.002187 -1.72E-06
Cid 0.000362 1.72E-048 0.000za8
Cilm 0.023867 0001137 2 BRE-O7
Ci 0.023339 0001134 5.43E-08
Cid n.o01z2s8 B.14E-05 921E-06




O

'-.-'iew][ﬂ][object] [F‘rint][Name][Freeze] [MergeText][Estimate][Spec][Stats][Resids]

System: FIML

Estimation Method: Full Information Maximum Likelihood (BHHH)
Date: 101409 Time: 14:599

Sample: 1921 1941

Included observations: 21

Total system chalanced) observations 63

Convergence achieved after 873 iterations

Coefficient Std. Error - Statistic Prob.

i1} 18.342495 1287763 1.424404 01543
Ci2) -0.232347 1.930369  -0.120364 09042
Cia 03856457 1.083031 03560490 07218
Cid) n.aofa4d n.ogs417a 9525543 0.00o00
Z:(a) 2726372 21.47140 1.269764 0.2042
C{R) -0.800845 2334309 -0.343118 07314
CiT) 1.051836 1.4038498 0749224 0.4537
)] -0.148102 0099173 -1.493370 0.13453
(&) a.794027 4 645271 1.2472496 0.2123
C{10 0234127 0.095233 2457170 0.0140
Ci{11) 0284672 0061742 4 610703 0.oo00
Ci1 ) 0234830 0077642 2024526 0.0025
Log likelihood -83.32381  Schwarz criterion Q675328
Avd. log likelihood -1.322600 Hanhan-Guinn criter. 9.2074994
Akaike info criterion 90734458
Determinant residual covariance 1.442705

Equation: COMNS=CID+CEECORMS+1+G-T-WR+ CEHCONS -1+ -1+ G
13T WP 00+ C (A 0P G
Ohservations: 21

R-squared 0953069 Mean dependentvar 53.99524
Adjusted R-squared 0.944737 5.0. dependent war F.AB0RAR
S.E. of regression 1612123 Sum squared resid 4418200
Durbin-Yatson stat 1367116

Equation: =G+ S COMS+1+G-T-WR+ GO COMS -1+ 110+ G-10-TY
-1WP -1+ SR
Ohservations: 21

R-squared -0.062797  Mean dependent var 1.26666T

Adjusted R-squared -0.2503448 5.0 dependent war 3.551948

S.E. of regression 3871783 Sum squared resid 2B8.1720

Durbin-Yatson stat 1.2355438

Equation: WR=C{®+COA D CONS++G+ T 1 CONSE1+IG-10+G -1
+CT2FA

Dhzerations: 21

R-squared 04952421 Mean dependentvar 36.361490

Adjusted R-squared 09440248 5.0. dependent war G.304401

S.E. of regression 1.491562  Sum sgquared resid 37.82089

Dwrhin-wwatson stat 1.493348




If you look on page 385 of Greene (2008) you will see a summary of the OLS, 2SLS, 3SLS and
FIML results, together with some other estimates. His results agree closely with ours.

(6) The next thing is to see how we can “solve” the estimated structural form of the model
for the restricted reduced form. In our case, the model is linear in both the endogenous variables
and the parameters, so this is achieved by straightforward matrix manipulations. However, if the
model were non-linear in the endogenous variables, this solution would have to be achieved
iteratively as we would then have a system of non-linear equations to be solved. In that case
techniques such as the Gauss-Seidel method or Newton’s method would be used. Note that this
“solution” process has nothing to do with estimation — that has been done already — what we are
now doing is converting the structural form equations into the corresponding restricted reduced
form equations so that we can either forecast, or else perform policy simulations.

First, select “Object”, “New Object”, “Model”, and name your new model FIML_CONTROL.
There are various ways to get the estimated equations into this model. The easiest way at this
stage is to copy and paste your FIML system into the blank window for the FIML_CONTROL
model. You should then see this:

|

[wiew |[Proc ||Object | [Print |[Mame |[Fresze | [Solve | Scenarios| [Equations |[variables || Tesxt |
|Equations: 3 Baseline l
[B] FImL = cons, i,wp = Fla, cons, o, i, k1, 1, s, wp )

Click on the blue “S” logo and you will see:

Equation | Endogenous | Add Factars

Equakion 1
Endogeonus: | CONS w Link: FIML
Swsterm: FIML estimated on 1071409 - 14:59 ~

cons = @coef(1) + @eooef{2) * {cans + i+ g - k- wp) + @coef(3) * (cans(-1) +
=104+ gl-13 - b{-17 - wpl-17) + @coef(4) * (wp + wag)

@coef(1) = 15342947
@coef(Z) = -0,2323471
@coef(3) = 03656568
@coef(4) = 05015414
@coef(5) = 27.263722
@coef(B) = -0,5009445 -

Equation type

Edit Equation or Link Specification ] (®) Stochastic with 5.0v: | 1.6121232
() 1dentity
Ok ] [ Cancel




You can then scroll the endogenous variables to see the specifications of the other two equations
in the model.

To solve the model, select “Solve:

Model Solution w

Basic Options | Stochastic Options | Tracked Yariables | Diagnostics | Sokver

Sirmulation bvpe Solution scenarios & aukput
(%) Deterministic b

= ; Ackive: Easeline w
(3 stochastic

[ Edit Scenario Options

Cyvnamics
(%) Dynamic solution
) Static solution [J50lve for Alkernate along with Ackive

() Fit {skatic - no eq interactions)

Alternate: | Baseline hd
[ structural fignore ARMA)

[ Edit Scenario Options

Solution sample

whiorkfile sarmple used if left blank [ Add(Delete Scenatios ]

[ Ok, H Cancel ]

What is the difference between a “Deterministic” and “Stochastic” simulation?

What are the differences between “Dynamic Solution”, “Static Solution” and “Fit” in the
“Dynamics box?

Select “OK” and you will see:

13

'u'iew][F‘ru:u:][OI:uject] [F‘rint][Name][Freeze] [SDWE][SEEHEHDS] [Equatinns]['u'arial:ules][Text]

Model: FIML_CORNTROL
Date: 101409 Time: 15:11
Sample (adjusted); 1921 1941
Solve Options:
Dwynamic-Deterministic Simulation
Solver: Broyden
Max iterations = 4000, Convergence = 1e-08

Farsing Analtic Jacabian:
9 derivatives kept, 0 derivatives discarded

Scenario: Baseline
Solve begin 15:11:48
Solve complete 15:11:48



If you look at the main EViews workspace, you should also see that three new variables have

been created. What are they?

Now select “Proc”, “Make Graph”, and edit the window so that it looks like this:

Maodel variables
Select: | All variable bypes W

Fram: (%) al model variables
(" Listed wariables

Series grouping
() Each series in its own graph
() Group by Model variable

() aroup by ScenariofActuals/Deviationseke,

Select “OK™:

O

Garaph series
Solution serigs:

Deterministic Solutions W
Ackuals
Active; Baseline W
[ Ncompare: |Baseline ‘V

|:| Deviations: Active from Compare

|:| % Deviation: Active from Compare

Transfaorm: | Lewvel W

Sample Far graph
1920 1941

[Ol:uject] [Name] |addText|[Ling/Shade |[Remave | [Template | options | Zoom |

2.
14
1
(B

-

ad
2.

J

Am MARZITHEDE AT MAMRNIDTHEDE Am MARNITHEDE

1 L] T
1 ™ ]
1
EXE 1
24
- - a
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-
= A
a
B o e B o e e b o e
L EEEEE Y] AT uMmMmETHEDE L EEEEE ]

§!
q

AmMAmNITHEDE AT MAANIDTHEDE

[Faa— A  [Fiaa o aead]
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Why are there two lines on some of the graphs and only one on others?

What does “Baseline” refer to in the legends?

@) Finally, let’s simulate the effect of a simple policy change. Specifically, we are going to
see what the model predicts would have happened if Government Non-Wage Spending (G) had
been 5 units larger in each of the years 1937 to 1941 inclusive. What follows shows how to
conduct a dynamic/deterministic simulation and compare the “policy-on” results with both the
“policy off” “(control”, or “baseline™) results and the actual data. You can experiment with other
types of simulations.

In the Model window, select the “Scenarios” tab, and you will see:

Select Scenario | overrides | Excludes | Aliasing

Select Active Scenario

Baseline
Scenario 1

Actuals -
[ Create Mew Scenario ]

[ Copy Scenario ]

[ Apply Selected bo Baseline l

[ Delete Selected l

[ Rename Selected ]

|:| Wrike protect ackive scenario

QK ] [ Cancel

Highlight Scenario 1, as shown, and select “OK”.

Then, in the Model window and select the “Variables” tab:

11



a

['-.-'iew][F‘ru:uc][OI:uject] [F‘rint][Name][Freeze] [SDIVE][Sn:enariDs] [Equatinns]['-.-'arial:ules][Text]

Filrer/Saort ||| Al Model Variables Scenario 1

|Dependencies ||| ¥ariables: 8 (Endog= 3 Exog =14, Adds =0}

= Exog

CONS Eq1

o Exog

i Eg2

k1 Exog

Gt Exog

| Exog

W Eq3

Next, right mouse-click on the variable “g”, and select “Properties”. Check the “override” box as
shown, and press “Select Override = Actual”:

Exogenaous

SCenatio Modify exogenous

Active Scenario; Scenario 1 :
Create (if necessary) an

Actual exogenous: G overtide series and
Overtidden exog: G._1 initialize with actuals,

Use overtide seties in scenario

[ Set Override = Ackual ]

Exogenous uncertainky in stochastic simulation

Enter a number or series to be used as the Set exog bo achieve a
exng forecast skandard error in stochaskic desired endog trajeckory,

M [ Zontral ==Target ]

Variable assumed non-skachastic i WA ar blank,

[ Ok ][ Cancel ]

' *

What new variable has been created in the Workfile?
Note that “g” has changed colour to red in the Model box.

Now edit the series “G_1"by increasing each of the last five values by 5 units. (e.g., the 1941
value will now be 18.8.) Select the “Solve” tab in the Model window and you will now see:

12



Basic Options | Stochastic Options || Tracked Yariables | Diagnostics | Solver

Sinulation bype Solution scenarios & oukput
Dhzkerminiskic .

@ ; Active! | Scenario 1 “

() stochastic

[ Edit Scenario Cptions ]

Crynarnics

(%) Dynamic solution

() Static solution []5olve for alkernate along with Active
(JFit {static - no eq interactions)

Alternate: | Baseline hd
[ structural fignore ARMA)

[ Edit Scenario Cptions ]

Solution sample

Warkfile sample used if left blank [ Add/Delete Scenarios ]

[ oK ] [ Cancel l

Select “OK”. Then select “Proc”, “Make Graph” and edit the window as follows:

Model variables Graph serigs
| o] Solution series:
Select: | Al variable bypes | i anEA 3
- Deterministic Solukions b
From: () all model variables
) Listed variables Ackuals _
fctive: | Scenario 1 + |
Compare: |Baseline w

|:| Deviations: Active From Compare

|:| % Deviation: Active from Compare

Sefies gralping Transform; |Level |
() Each series in its own graph
(%) Group by Maodel Yariable Sample for graph

1920 1941

() Group by ScenariofActuals/Deviations etc,

Select “OK”, and interpret the graphs:




O

|wiew ||Proc |[object | [Print |[Mame | |addText [|Linejshads |[Remove | [Template | options [|Zoom |
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