
Chem 560 module
Analysis of dynamic, equilibrating systems

Outline

A. Intro to dynamic systems and weak interactions
B. Stoichiometry and Kassoc by NMR
C. Thermodynamic parameters by NMR
D. Assembly kinetics by NMR 
E. Other techniques — Student presentations

e.g. UV-Vis, Fluorescence, Kinetics by line shape analysis, Isothermal 
titration calorimetry, Stopped-flow, etc



Learning Aims

A1. Learn the fundamental nature of weak, non-covalent interactions
A2. Become familiar with dynamic systems and the meanings of the quantities 
used to characterize them.
B1. De-mystify the black-box of Kassoc determinations by all methods. 
B2. Obtain in-depth understanding of the math and models for 1:1 binding 
equilibria.
B3. Understand the mathematics of the 1:1 binding isotherm, its applications, 
and its limitations.
B4. Gain a comprehensive understanding of how d arises when looking at 
dynamic systems. 
B5. Get practical, step-by-step instructions for determining stoichiometry and 
Kassoc by NMR. 
C. Learn how NMR can be used to determine ∆H and ∆S for a given equilibrium 
D. Achieve a beginner-level understanding of studying kinetics by NMR. The 
goal is to allow you to understand literature, not to teach you how to do the 
experiments.
E. Get a beginner-level understanding of other methods



Dynamic systems and supramolecular chemistry



Dynamic systems are driven by weak interactions

Electrostatic interactions

Dispersive forces

Hydrogen bonds

Aromatic-aromatic 
interactions and cation-pi 
interactions

The hydrophobic effect
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Ion–Dipole interactions
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Two reminders: 1) Opposites attract. 2) Math is hard

U = z1z2e2 / 4πe0er

Ion–Ion interactions

Ion–Dipole interactions

Dipole–Dipole interactions

(f = 1 – 3 cos2q)



Van der Waals forces

Van der Waals radii (Å)
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A. Bondi, J. Phys. Chem. 1964, 68 (3), 441. 



Dispersion forces: filling the P pocket of Thrombin
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Hydrogen bonding angles: crystallographic survey

Geometry at acceptor
Geometry at donor

Steiner, Angew. Chem. Int. Ed. 2002, 41, 48–76.



Vancomycin hydrogen bonds to the bacterial cell wall 
precursor D-Ala-D-Ala

Vancomycin-resistant 
Enterococcus (VRE)

∆Kassoc. = 1000x weaker to D-Ala-D-Lac



Aromatic-aromatic interaction geometries

Calculated binding energies (kcal/mol)

Electrostatic view of different geometries

Meyer et al. Angew. Chem. 
Int. Ed. 2003, 42, 1210.

Dunitz, ChemBioChem
2004, 5, 614.



‘Torsion Balances’ for measuring interaction strengths
NMR integration measures conformational Keq

Craig	Wilcox

Ken	Shimizu
K. D. Shimizu,* P. Li, and J. Hwang Chapter in Aromatic Interactions, 2016. dx.doi.org/10.1039/9781782626626



Dispersion vs. Electrostatics: EDG/EWG substituents 
matter only if both rings are polarized

sm

DGfolding (kcal/mol)

■ Polarized Ar-H

Strong dependence on R = EDG/EWG

• Unpolarized Ar-H

No dependence on R = EDG/EWG

Linear free energy relationships:

∆Gfolding vs. sm (Hammett parameter; 
a measure of EW character)
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Dispersion vs. Electrostatics: EDG/EWG substituents 
matter only if rings are strongly polarized

they also have practically the same molecular polarizability
(Table 1). The partially fluorinated compounds have melting
points between 225 K and 277 K, the higher temperature
being almost the same as the melting points of benzene and
hexafluorobenzene. The crystal structures of most of the parti-
ally fluorinated compounds have been determined and dis-
cussed in great detail with an emphasis on the importance of
C!H¥¥¥F interactions.[30] From our point of view, one of the most
interesting structures in this series is that of 1,3,5-trifluoroben-
zene, which consists of tightly packed stacks in which alternate
molecules are related by inversion centers so as to place the F
atoms of one molecule almost over the H atoms of its two
neighbors in the stack (Figure 6). This molecule, half benzene

and half hexafluorobenzene, so to say, thus forms a very similar
stacking to that of the 1:1 benzene±hexafluorobenzene co-
crystal, and the same has since been found to hold for the
1,2,3-isomer.[18] Similar stacks, but with larger slip displace-
ments of adjacent molecules, also occur in the crystal struc-
tures of 1,2,4,5- and 1,2,3,4-terafluorobenzenes. It is likely that,
in analogy to the 1:1 benzene-hexafluorobenzene system, co-

crystals built from stacks of alternating ™matched∫ fluoroben-
zenes can be prepared. This seems to be the case at least for
the fluorobenzene±pentafluorobenzene system. The solid±li-
quid phase diagram of the binary mixture shows an elevated
melting point at 1:1 composition.[31]

How should we describe the molecular interactions leading
to the patterns observed in these crystal structures? Among
the various models proposed is one based on electric quadru-
pole±quadrupole interactions. The electric quadrupole mo-
ments of benzene and hexafluorobenzene are large and of op-
posite sign (!29î10!40 Cm2 for benzene, +32î10!40 Cm2 for
hexafluorobenzene), and quadrupole±quadrupole interactions
have been invoked to explain the herring-bone structures of
crystalline benzene and hexafluorobenzene and the columnar
arrangement of alternating benzene and hexafluorobenzene
molecules in the 1:1 co-crystal.[32] More generally, the quadru-
pole±quadrupole interaction is also supposed to play a role in
stabilizing mixed stacks involving hexafluorobenzene (or octa-
fluoronaphthalene) and aromatic hydrocarbons. On the other
hand, 1,3,5-trifluorobenzene has, as might be expected, quite a
small electric quadrupole moment (+3î10!40 Cm2),[33] but it
also forms very similar stacks in its crystal structure, as seen in
Figure 5. In my opinion, the importance of quadrupole±quad-
rupole interactions in stabilizing certain types of crystal struc-
ture has been vastly overrated. Elementary electrostatics teach-
es us that the central multipole expansion of a charge distribu-
tion is valid only at distances that are large compared with the
dimensions of the distribution. Thus, interaction energies be-
tween adjacent molecules estimated with the quadrupole±
quadrupole model are quite unreliable and cannot be expect-
ed to produce meaningful results.

Energy Calculations

The recently developed SCDS (semiclassical density sums, or
PIXEL) method[34,35] offers the possibility of obtaining some in-
sight into the differences between the mixing behavior of hy-
drocarbons and fluorocarbons in the aliphatic and aromatic
series. This method is being developed primarily for calculating
lattice energies of crystals but it is also well suited for estimat-
ing energies of small supramolecular clusters. Here I summa-
rize the results of some recent PIXEL calculations for homo-
and heterodimers of hydrocarbons and fluorocarbons,[36] to-
gether with parallel results obtained with the well-known UNI
force field[37] , based on empirical atom±atom potentials.

The PIXEL method

The first step is to obtain the electron density for a given mol-
ecule by standard quantum-mechanical methods, for example,
by a MP2/6-31G** molecular-orbital calculation.[38] This electron
density is sampled on a grid containing about 106 pixels with
step size 0.08 ä. This grid is then condensed into super-pixels
each containing nînîn steps where n is typically 3, 4, or 5.
Pixels holding less than some minimum charge of around 10!6

Figure 5. Alternating stacks in the 1:1 benzene/hexafluorobenzene co-crystal.[29]

Figure 6. Molecular stacks in the crystal structure of 1,3,5-trifluorobenzene.[30]

Taken from J. D. Dunitz et al. , Helv. Chim. Acta 2003, 86, 4073, with permis-
sion.

ChemBioChem 2004, 5, 614 ± 621 www.chembiochem.org ¹ 2004 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 617
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Cation-π interactions: Isosteric inhibitors for the 
protein Factor Xa

Ki = 0.28 µM Ki = 29 µM

Aromatic cage = 
pocket lined by 
aromatic residues
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Angew Chem Int Ed Engl. 2005;44(28):4400



Halogen bonds… an unconventional (d+)

J. Am. Chem. Soc., 2010, 132 (5), pp 1646–1653
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The clathrate model of the hydrophobic effect explains 
the entropic driving force



The “non-classical” model of the hydrophobic effect 
suggests an enthalpic driving force

Water in a small cavity 
can’t form good H-bonds 
with neighbours.

Water released to bulk 
solvent is free to form good 
H-bonds with neighbours.



A hydrophobic binding event that’s driven by ∆H



Reality: interfacial water has limited H-bonds and 
orientations available



Lysozyme mutants fold more weakly when 
hydrophobic groups are shrunk down to Ala

 

∆∆G correlates with hydrophobic 
(interfacial) surface area!

15-20 cal/mol for each Å2

isoleucine alanine

leucine alanine

valine alanine



Cooperation between H-bonds and hydrophobicity (a 
non-linear addition of binding energies)

X = NH3
+ (H-bond to Gly216)

or
X = H (no H-bond to Gly216)

R = many sizes of hydrophobics for 
the S3 pocket (methyl through 
cyclohexyl and benzyl)

37 cal/mol for each Å223 cal/mol for each Å2

(hydrophobic surface 
area)

J. Med. Chem. 2010, 53, 2126–2135



A different way to look at a cooperativity effect
(a non-linear addition of binding energies)



Enthalpy-entropy compensation

Fig. 4   The crystallographically determined binding mode of  3c and  4c in complex with thrombin. 

Journal of Molecular Biology Volume 397, Issue 4 2010 1042 - 1054

Binding Thermodynamics (ITC)
(kcal/mol) ∆G ∆H  –T∆S
3c –7.8–6.5–1.4
4c –9.6–9.2–0.3

Kd 5.7 uM Kd 0.18 uM

Enthalpy-entropy compensation
As ∆H becomes more favorable, the 
complex binds more tightly, and 
entropy becomes more unfavorable.


