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Abstract—In smart grid, Distributed Energy Management (DEM) is a promising approach to realize reliable and efficient operation. Since the cyberattack is one of the crucial threats faced by smart grid, the investigation of the effect of cyberattacks on DEM is of both theoretical merit and practical value. This paper considers the typical DEM problem, i.e., distributed economic dispatch problem, under attacks. Under a well-developed consensus-based economic dispatch protocol, we first define the stealthy attack through false data injection for offline and online cases, respectively. The necessary and sufficient conditions are provided to guarantee convergence of the algorithm when the attacker only injects false data to the broadcast information. And the offline stealthy attack can be realized under this kind of attack. Then, we prove that there exists no stealthy attack injecting false data to the broadcast information for the online case. Further, we provide the stealthy attack by merely injecting constant false data to generation cost parameters for the online case. We also prove that for every node, there exists false data injection to generation cost parameters which reduces the generation efficiency. Simulation studies validate the theoretical results.
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I. INTRODUCTION

INTEGRATED with smart infrastructures, communication architectures, advanced control technologies, etc., smart grid is expected to be much more efficient and reliable [1] compared with the traditional power grid. Due to the existence of intelligent controllable electrical devices and advanced communication networks [2], distributed control and optimization become possible and also desirable in smart grid [3], [4]. Compared with the conventional centralized approach, the distributed one will be more scalable and robust, which is more applicable for smart grid. Especially, Distributed Energy Management (DEM) is a critical and notable problem in the operation of smart grid [5].

Owing to the high integration of communication constructions [6], the cyberattack is becoming one of the most challenging problems faced by smart grid [7]. The existing control and optimization algorithms without considering cyberattacks may admit the attacker penetrating the power grid and then attaining access to the control software, which can destabilize the grid in unforeseeable ways [8]. A great amount of works have been done for the state estimation under cyberattacks in electric power grids and most of these analysis and designs are given from the perspective of distributed controls [9]. For DEM problems which rely on distributed optimizations, only few efforts regarding cyberattacks have been accomplished. In [10], the vulnerability of the Incremental Cost Consensus (ICC) algorithm which is designed to solve Economic Dispatch (ED) problem was investigated under attacks and a reputation-based detection algorithm was provided. However, ICC algorithm needs a centralized unit and is only effective for undirected topologies. Duan et al. analyzed how the distributed DC optimal power flow (DC-OPF) algorithm behaves under integrity attacks [11], where equality constraints are decentralized naturally.

In state estimation, false data injection means that by manipulating the measurements, the attacker knowing the system configuration information can introduce errors into certain state variables without being detected by existing algorithms [12]. Stealthy false data injection attacks have been widely studied for the networked control system [13], [14]. Considering the attacker has the property of stealthiness, we define the similar cyberattacks for DEM. Seeing that DEM optimization problems cannot be unified simply, to investigate the stealthy attack for DEM, we consider a representative and significant problem, i.e., ED. Distributed ED is to allocate multiple generation units to meet expected demand, while minimizing the total generation cost in a distributed way [15]. As there exists a global equality constraint for the balance between the generation and demand, which cannot be decoupled easily, distributed ED behaves differently from distributed DC-OPF under attacks.

Since high efficiency is an important feature of smart grid [1] and the attacker which makes the total generation cost larger than the optimal one in ED can decrease energy efficiency, it is meaningful and practical for the attacker to increase the total generation cost. Usually, economic dispatch is realized every 5 minutes or longer according to the generation prediction and load condition [16], which means the ED algorithm implementation is offline. When the distributed ED
algorithm is executed offline, if all agents achieve seemingly satisfactory final state under attacks but the imbalance between the generation and demand occurs, the attacker cannot be detected. Accordingly, such attacks are undetectable and the power system may become unstable in the future. Due to the volatility and intermittent of the renewable energy resources, real-time ED, i.e., the scheduling is fulfilled online, is also needed for smart grid [17]. For the online case, since the power mismatch can be estimated by frequency measurements [18], the attack causing the imbalance between the generation and demand can be detected easily. Hence, whether the attacker can make the total generation cost increase while keeping the generation and demand balanced is an interesting problem. Meanwhile, how the attacker can manipulate its state to influence of the stealthy attack on the algorithm. The main contributions of this paper are summarized as follows.

1) We consider how the consensus-based ED algorithm proposed in [25] behaves under stealthy attacks. To the best of our knowledge, the formulated problem is novel and practical.
2) We derive the necessary and sufficient conditions to guarantee the convergence of the algorithm under attacks only injecting false data to the broadcast information.
3) We prove that the offline stealthy attack can be realized and the online stealthy attack does not exist if the attacker only injects false data to the broadcast information.
4) We provide an online stealthy attack by merely injecting constant false data to generation cost parameters. The existence of generation cost parameters manipulation which will reduce the generation efficiency is proved.

The remainder of the paper is organized as follows. In Section II, the problem of the consensus-based ED algorithm under attacks is formulated. Section III analyzes the convergence, feasibility and optimality of the consensus-based algorithm under attacks which only injects false data to the broadcast information. Section IV provides the stealthy attack injecting constant false data to the generation cost parameters. Simulations are presented in Section V to verify the obtained results. Finally, Section VI concludes the paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

Considering a power grid with \( N \geq 3 \) agents indexed by \( 1,2,\cdots,N \), we assume that each agent owning certain amount of demand can control a generation unit locally. A directed strongly connected graph \( G = \{V,E\} \) is used to represent the communication topology of the network, where \( V \) is the set of \( N \) nodes and \( E \subseteq V \times V \) is the edge set. It is noted that \((j,i) \in E \) if and only if (iff) node \( j \) can receive information from node \( i \), and node \( j \) is the in-neighbor of node \( i \). The in-neighbor set of node \( i \) is defined as \( N^+_i = \{j|(j,i) \in E, j \neq i\} \) and \( |N^+_i| \) is the cardinality. Meanwhile, we represent the out-neighbor set of node \( i \) as \( N^-_i = \{j|(i,j) \in E, j \neq i\} \) and \( |N^-_i| \) is the cardinality. Self-loop is not considered here, i.e., \((i,i) \notin E, \forall i \in V \).

A. Preliminaries of Consensus

We introduce a row stochastic matrix \( W = [w_{ij}] \) and a column stochastic matrix \( Q = [q_{ij}] \), whose elements are as follows,

\[
 w_{ij} = \begin{cases} \frac{1}{|N^+_i|+1}, & j \in N^+_i \\ 1 - \sum_{j \in N^+_i} w_{ij}, & j = i \\ 0, & j \notin N^+_i, j \neq i \end{cases}, \quad q_{ij} = \begin{cases} \frac{1}{|N^-_j|+1}, & j \in N^-_j \\ 1 - \sum_{j \in N^-_j} q_{ij}, & j = i \\ 0, & j \notin N^-_j, j \neq i \end{cases}
\]

Let \( x(k) = [x_1(k), \cdots, x_N(k)]^T \) denote the state vector of all nodes in \( G \) at iteration \( k \), \( k \in \{1,2,\cdots\} \). Given any initial state \( x(0) \), we can obtain the following two lemmas [19].

**Lemma 1. [consensus]** If \( G \) is a strongly connected graph, under the consensus algorithm \( x(k+1) = Wx(k) \), then there holds that \( \lim_{k \to \infty} x_i(k) = c, \forall i \in V \), where \( c \) is a constant.

**Lemma 2. [ratio consensus]** If \( G \) is a strongly connected graph, under the ratio consensus algorithm \( x(k+1) = Qx(k) \), then there holds that \( \lim_{k \to \infty} x_i(k) = \omega i \sum_{i=1}^{N} x_i(0), \forall i \in V \),

where \( \omega \) is the i-th element of the normalized right eigenvector corresponding to eigenvalue 1.

Note that under Lemma 2, the state of each node will converge to a stable value and the sum of all states will not change during the iteration process. For general weight settings for all edges, which guarantee the row and column stochasticity of \( W \) and \( Q \), respectively, the above lemmas will always hold.

B. Distributed Economic Dispatch

In the network-enabled distributed power grid, the aim of ED is to improve the generation efficiency by minimizing the total generation cost without considering transmission line thermal limits. The details are given as follows.

Dividing a day into \( T \) time periods, the length of each period is constant (for example, five minutes). In each period \( t, t \in \{1,2,\cdots,T\} \), the agents aim to minimize their total generation cost as well as achieving the balance between the generation and demand simultaneously through local communications. For each agent \( i, i \in V \), the generating power is represented as \( P_i \) with a lower (upper) bound denoted by \( P_{i}^L \) (\( P_{i}^U \)). The cost \( C_i(P_i) \) of agent \( i \) can be denoted as the quadratic function of \( P_i \), i.e.,

\[
 C_i(P_i) = a_iP_i^2 + b_iP_i + c_i,
\]
where \( a_i, b_i, c_i \) are fitting parameters of generation unit \( i \). To make the notations simple, we transform the cost function as

\[
C_i(P_i) = \frac{(P_i - a_i)^2}{2\beta_i} + \gamma_i, \quad i \in V,
\]

where \( \beta_i = \frac{1}{2\alpha_i} \), \( \alpha_i = \frac{b_i}{2\alpha_i} \) and \( \gamma_i = c_i - \frac{b_i^2}{4\alpha_i} \). Then ED problem is formulated as

\[
\begin{align*}
\min & \sum_{i \in V} C_i(P_i) \\
\text{s.t.} & \sum_{i \in V} P_i = \sum_{i \in V} d_i \\
& P_i^m \leq P_i \leq P_i^M, \quad i \in V,
\end{align*}
\]

where \( d_i, i \in V \), is the local load known by agent \( i \). Denote the incremental cost of generation unit \( i \) by \( \lambda_i \), i.e., \( \lambda_i = \frac{dC_i(P_i)}{dP_i} \).

We represent \( \lambda^M = 2a_iP_i^M + b_i \) and \( \lambda^m = 2a_iP_i^m + b_i \), which will be used in the iteration of \( P_i(k) \). The consensus-based algorithm under no attack can be described as, for all \( i \in V \),

\[
\begin{align*}
\lambda_i(k+1) &= \sum_{j \in V} w_{ij}\lambda_j(k) + \varepsilon \xi_i(k) \\
P_i(k+1) &= \left\{ \begin{array}{ll}
P_i^m, & d_i \leq P_i^m \\
p^m_i, & P_i^m < d_i < P_i^M \\
P_i^M, & P_i^M \leq d_i \\
\lambda_i(0) = 2a_iP_i(0) + b_i \\
\xi_i(0) = d_i - P_i(0)
\end{array} \right.,
\end{align*}
\]

and the algorithm in (2) can achieve the optimal solution of the ED problem in (1) distributedly. Here, \( \varepsilon \) is the learning gain parameter, which is critical for convergence of the algorithm in (2) as shown in the following Lemma [25].

**Lemma 3.** Under the algorithm in (2) with initialization in (3), if the network is strongly connected, there exists a small \( \varepsilon > 0 \), when \( 0 < \varepsilon < \bar{\varepsilon} \), the algorithm in (2) can achieve the optimal solution of the problem in (1), i.e.,

\[
\lim_{k \to \infty} \lambda_i(k) = \lambda^* \quad \lim_{k \to \infty} P_i(k) = P_i^*, \quad \lim_{k \to \infty} \xi_i(k) = 0, \quad i \in V,
\]

where \( P_i^*, i \in V \) and \( \lambda^* \) are optimal power and optimal Lagrangian multiplier, respectively.

**C. Distributed Economic Dispatch under Attacks**

The nodes manipulated by the attacker are called attack nodes and attack nodes can inject false data to state variables, i.e., \( \lambda_i(k), \xi_i(k) \) and \( P_j(k) \), where \( i \) is an attack node. When each node \( i \) cannot know neighbors' information \( P_j^M \) and \( P_j^m, \forall j \in N_i \) and attack nodes can ignore the lower and upper bound of generation power, the false data injected by the attack node \( j \) to \( P_j(k) \) can be any value in \( \mathbb{R} \). Thus, we provide a rather general form of the attack to \( P(k) \) to make the problem clear and general, i.e., the algorithm in (2) under attacks can be modeled as, for all \( i \in V \),

\[
\begin{align*}
\lambda_i(k+1) &= \sum_{j \in V} w_{ij}\lambda_j(k) + \varepsilon \xi_i(k) + \bar{\lambda}_i(k) \\
P_i(k+1) &= \bar{\bar{P}}_i(k) \\
\xi_i(k+1) &= \sum_{j \in V} q_{ij}\xi_j(k) - (P_i(k+1) - P_i(k)) + \bar{\lambda}_i(k),
\end{align*}
\]

where when \( i \) is an attack node, \( \bar{\lambda}_i(k), \bar{\bar{P}}_i(k) \) and \( \bar{\lambda}_i(k) \) (4) can be any value in \( \mathbb{R} \). Otherwise, \( \bar{\lambda}_i(k) \equiv 0, \bar{\bar{P}}_i(k) \equiv 0 \), and \( \bar{\lambda}_i(k) \) follows the second equation in (2).

From (4), we observe that the attacker can ruin the convergence of the algorithm easily by making Lemma 3 invalid. However, breaking the convergence or the balance between the generation and demand will make the attacker exposed to the system operator or agents. Suppose that when the algorithm in (4) is executed offline, the attack making (4) divergence can be detected. Meanwhile, when executing (4) online, the divergence or the imbalance between the generation and demand can be detected by agents through the frequency deviation. The stealthy attacks for offline and online cases are defined as follows.

**Definition 1.** Under the algorithm in (4), if the attack makes the algorithm converge to a stable but not optimal point, i.e.,

\[
\lim_{k \to \infty} \lambda_i(k) = \lambda^*, \quad \lim_{k \to \infty} P_i(k) = P_i^*, \quad \lim_{k \to \infty} \xi_i(k) = 0, \quad i \in V,
\]

where \( \lambda^* \neq \lambda^* \) is a constant and \( P_i^*, \forall i \in V \) is constant, the attack is offline stealthy.

For offline ED problem, as long as all incremental cost \( \lambda_i(k)'s \) convergence to a common constant and all local power mismatch \( \xi_i(k)'s \) converge to zero, each safe agent would think that the cooperation achieves optimality. However, there may exist stable final point which is not optimal or even not feasible. Thereby, the imbalance between the generation and demand may occur in the future. How to guarantee the convergence of the distributed algorithm (4) is a difficult problem because there is a nonlinear iteration process for the local power \( P_i(k) \) and lots of variables can be manipulated.

**Definition 2.** Under the algorithm in (4), if the attack can make the algorithm converge to a stable, feasible but not optimal point, i.e.,

\[
\lim_{k \to \infty} \lambda_i(k) = \lambda^*, \quad \lim_{k \to \infty} P_i(k) = P_i^*, \quad \lim_{k \to \infty} \xi_i(k) = 0, \quad i \in V,
\]

where \( \lambda^* \neq \lambda^* \) is a constant and \( \sum_{j \in V} P_i^a = \sum_{j \in V} d_i \), the attack is online stealthy.

For the online ED problem, the global coupling equality constraint must hold. Note that the consensus-based algorithm is designed to converge to the optimal solution starting from the infeasible point, which implies that the global coupling constraint does not hold for the initial point. Thus, it is difficult to guarantee the feasibility of the final point by one or more attack nodes through false data injection. Hence, if there exists false data injection, whether the algorithm in (4) can achieve convergence and how to ensure the feasibility of the final point while ruin the optimality are challenging and open problems.

Therefore, whether the attack can reduce the efficiency of ED in a stealthy way for online and offline cases, respectively,
is an interesting problem. If there exists the stealthy attack, how much the attack node can drag the final point from the optimal one is also noteworthy. To solve these problems, we first provide the necessary and sufficient conditions for the convergence of the algorithm in (4) and the offline stealthy attack is achieved. Then, we propose that the online stealthy attack can be fulfilled by injecting false data to generation cost function parameters.

III. STEALTHY ATTACKS TO THE BROADCAST INFORMATION

Considering the attacker injecting false data to the broadcast information, we analyze how the convergence of (4) can be guaranteed for the unbounded generation case and then generalize it to the bounded one.

A. Unbounded Generation Cases

Here, we first consider the problem in (1) without inequality constraints (1c) which is important for the analysis of the problem in (1). As attack node $i$ only injects the false data to $\lambda_i(k)$'s and $\xi_i(k)$'s, the algorithm in (4) can be transformed as,

$$
\begin{bmatrix}
\lambda(k + 1) \\
\xi(k + 1)
\end{bmatrix} =
\begin{bmatrix}
W & \varepsilon I \\
B(I - W) & Q - \varepsilon I
\end{bmatrix}
\begin{bmatrix}
\lambda(k) \\
\xi(k)
\end{bmatrix} +
\begin{bmatrix}
u^\lambda(k) \\
u^\xi(k)
\end{bmatrix},
$$

(5)

where $B \in R^{N \times N}$ is a diagonal matrix with $B_{ii} = \beta_i, \forall i \in V$, and $u^\lambda(k) = [u_{1i}^\lambda(k), \ldots, u_{Ni}^\lambda(k)]^T$ and $u^\xi(k) = [u_{1i}^\xi(k), \ldots, u_{Ni}^\xi(k)]^T$ represent false data vector for $\lambda_i(k)$ and $\xi_i(k)$, respectively. At the same time, there holds $u_{ni}^\lambda(k) \equiv u_{ni}^\xi(k) \equiv 0$ if and only if node $i$ is not an attack node.

Before providing the necessary and sufficient conditions for the convergence of the system in (5), we present the following necessary and sufficient condition for the initialization. The analysis in this paper is established on this condition and Lemma 3.

Lemma 4. If and only if there holds,

$$
\sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0) = \sum_{i \in V} d_i,
$$

(6)

the algorithm in (2) can achieve a feasible point of the problem in (1).

Proof. According to the algorithm in (2), there holds

$$
\sum_{i \in V} \xi_i(k + 1) + \sum_{i \in V} P_i(k + 1) = \sum_{i \in V} \xi_i(k) + \sum_{i \in V} P_i(k).
$$

(7)

Since the algorithm will converge and the final point will satisfy $\lim_{k \to \infty} \xi_i(k) = 0, \forall i \in V$, we have

$$
\lim_{k \to \infty} \sum_{i \in V} P_i(k) = \sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0).
$$

Accordingly, the final point is feasible under condition (6) which concludes the sufficiency.

Then, we prove the necessity. As the final point is feasible and (7) holds, we have

$$
\lim_{k \to \infty} \sum_{i \in V} P_i(k) = \sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0).\]

Since the final point is feasible, there holds

$$
\sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0) = \sum_{i \in V} d_i.
$$

As a result, we can obtain

$$
\sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0) = \sum_{i \in V} d_i.
$$

\]

Although the system matrix in (5) is different from that in [29], [30], it has a simple largest eigenvalue $1$ while all other eigenvalues lie in the open unit disk. As a consequence, we can generalize results in [29], [30] and obtain the following necessary and sufficient condition for the convergence of the system in (5).

Lemma 5. If the system (5) can achieve asymptotic convergence, i.e.,

$$
\lim_{k \to \infty} \lambda_i(k) = \bar{\lambda}^*, \lim_{k \to \infty} \xi_i(k) = 0, \forall i \in V,
$$

(8)

where $\bar{\lambda}^*$ is a constant, then there holds

$$
\lim_{k \to \infty} \begin{bmatrix}
u^\lambda(k) \\
u^\xi(k)
\end{bmatrix} = 0.
$$

(9)

Since the proof of Lemma 5 can be obtained simply through contradiction, we omit it here.

Lemma 6. If there exists a constant $H$ such that

$$
\sum_{k=0}^{\infty} |u_i^\lambda(k)| \leq H, \sum_{k=0}^{\infty} |u_i^\xi(k)| \leq H, i \in V,
$$

(10)

then the system in (5) achieves asymptotic convergence, i.e.,

$$
\lim_{k \to \infty} \lambda_i(k) = \bar{\lambda}^*, \lim_{k \to \infty} \xi_i(k) = 0, \forall i \in V.
$$

(11)

Proof. For simplification, we give the following notation,

$$
A = \begin{bmatrix}
W & \varepsilon I \\
\beta(I - W) & Q - \varepsilon I
\end{bmatrix},
$$

(12)

and

$$
x(k + 1) = Ax(k) + u(k)
$$

$$
= A^{k+1}x(0) + A^ku(0) + \cdots + A^0u(k)
$$

$$
= A^{k+1}x(0) + \sum_{t=0}^{k} A^{k-t}u(t).
$$

As $A$ has a simple eigenvalue $1$ and all other eigenvalues lie in the open unit disk, by referring to Theorem 2 in [30], $\lim_{k \to \infty} \sum_{t=0}^{\infty} A^{k-t}u(t)$ will converge to the eigenvector corresponding to eigenvalue $1$. As the eigenvector of $A$ corresponding to eigenvalue $1$ is has the form $ve$, where $v \in R^{N \times 1}$ with $N$ elements equal to $1$ and $N$ elements equal to $0$, we have

$$
\lim_{k \to \infty} \sum_{t=0}^{\infty} A^{k-t}u(t) = ce.
$$

(13)

where $c$ is a constant. Meanwhile, according to Lemma 3, there holds

$$
\lim_{k \to \infty} A^{k+1}x(0) = \lambda^*e.
$$

(14)

From (13) and (14), it can be obtained that the final value of (5) will achieve convergence, i.e.,

$$
\lim_{k \to \infty} x(k) = ce + \lambda^*e.
$$

(15)
**Theorem 1.** If (10) is satisfied, (5) can achieve asymptotic convergence and the final point satisfies,

$$\lim_{k \to \infty} \lambda_i(k) = \frac{\sum_{i \in V} d_i + \lim_{k \to \infty} \sum_{j=0}^{k} \sum_{i \in V} u_i^q(j) - \sum_{i \in V} \alpha_i}{\sum_{i \in V} \beta_i}, \forall i \in V.$$  

(15)

**Proof.** Due to (6), convergence of (5) can be guaranteed if (10) holds. According to the iteration rule for $\xi_i(k)$ in (5), by summing up all $\xi_i(k)$ for all $i \in V$, one obtains

$$\begin{align*}
\sum_{i \in V} \xi_i(k+1) & = \sum_{i \in V} \xi_i(k) + \sum_{i \in V} P_i(k) + \sum_{i \in V} u_i^k(k) \\
& = \sum_{i \in V} \xi_i(k-1) + \sum_{i \in V} P_i(k-1) + \sum_{i \in V} u_i^k(k-1) + \sum_{i \in V} u_i^k(k) \\
& = \sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0) + \sum_{j=0}^{k} \sum_{i \in V} u_i^j(j).
\end{align*}$$

(16)

Since $P_i(k+1) = \beta_i \lambda_i(k+1) + \alpha_i$, substituting $P_i(k+1)$ by $\lambda_i(k+1)$, (16) can be transformed as

$$\sum_{i \in V} \xi_i(k+1) + \sum_{i \in V} \lambda_i(k+1) + \alpha_i = \sum_{i \in V} \xi_i(0) + \sum_{i \in V} P_i(0) + \sum_{j=0}^{k} \sum_{i \in V} u_i^j(j).$$

(17)

Taking limitations on both sides of (17), as $\lim_{k \to \infty} \xi_i(k) = 0, \forall i \in V$ and (6), one infers that

$$\lim_{k \to \infty} \sum_{i \in V} \lambda_i(k+1) + \alpha_i = \sum_{i \in V} d_i + \sum_{k=0}^{\infty} \sum_{i \in V} u_i^k(k).$$

As $\lambda_i$’s will achieve consensus according to the system dynamic and $\beta_i > 0$, we obtain (15).

**Remark 1.** We see that the final state of the algorithm in (5) only depends on the the sum total of false data injected to the local power mismatch $\xi_i(k)$ and the false data injected to the incremental cost cannot affect the final state. Moreover, for the first time iteration, since $P_i(0)$ is used for updating $\xi_i(k)$, $\lambda_i(0), \forall i \in V$ can be randomly chosen.

**Theorem 2.** The algorithm in (5) can achieve convergence and the final point is the feasible solution of the problem in (1) without inequality constraints (1c) if the condition (10) and the following equation hold.

$$\lim_{k \to \infty} \sum_{j=0}^{k} \sum_{i \in V} u_i^j(j) = 0.$$  

(18)

The feasible solution must be the optimal one, which indicates that there is no online stealthy attack under algorithm in (5).

**Proof.** Seeing that (10) holds, according to Theorem 1, the algorithm in (5) will achieve convergence and the final state satisfies (15). If we have (18) hold, there holds,

$$\lim_{k \to \infty} \lambda_i(k) = \frac{\sum_{i \in V} d_i + \sum_{i \in V} \alpha_i}{\sum_{i \in V} \beta_i}, \forall i \in V.$$  

(19)

As $P_i(k+1) = \beta_i \lambda_i(k) + \alpha_i$, transforming (19), one obtains

$$\lim_{k \to \infty} \sum_{i \in V} P_i(k) = \sum_{i \in V} d_i.$$  

The balance between the generation and demand is achieved, which implies the final point is feasible. Without any generation bounds consideration, the optimal solution of the problem satisfies (19). The feasible final point must be the optimal one.

**Remark 2.** From Theorem 2, we note that if the attacker just injects false data to the broadcast information, it cannot make the final point to a feasible but not optimal point. Hence, the online stealthiness cannot be realized. However, if the distributed algorithm is executed offline, every node thinks that the convergence and optimality are achieved. Without any detection, such attack cannot be found timely, and instability and even blackout may be caused by such kind of attack.

**B. Bounded Generation Cases**

Considering generation units have limited generation power bound, we prove that the above results still hold. The algorithm in (4) with false data injection to the broadcast information can be written as

$$\begin{align*}
\lambda_i(k+1) & = \sum_{j \in V} w_{ij} \lambda_j(k) + \varepsilon \xi_i(k) + u_i^k(k) \\
P_i(k+1) & = \begin{cases}
P_i^M, & \lambda_i(k+1) \geq \lambda_i^M \\
\beta_i \lambda_i(k+1) + \alpha_i, & \lambda_i^M < \lambda_i(k+1) < \lambda_i^M \\
\lambda_i(k+1) \leq \lambda_i^M & \lambda_i^M
\end{cases} \\
\xi_i(k+1) & = \sum_{j \in V} q_{ij} \xi_j(k) - (P_i(k+1) - P_i(k)) + u_i^k(k).
\end{align*}$$

(20)

**Theorem 3.** If the algorithm in (20) achieves convergence, i.e.,

$$\lim_{k \to \infty} \lambda_i(k) = \lambda_c, \lim_{k \to \infty} \xi_i(k) = 0, \forall i \in V,$$

(21)

where $\lambda_c$ is a constant, we have (9).

**Proof.** For each node $i$, by taking limitations on both sides of the first equation of (20), one obtains

$$\begin{align*}
\lambda_i(k+1) & = \lim_{k \to \infty} \left( \sum_{j \in V} w_{ij} \lambda_j(k) + \varepsilon \xi_i(k) + u_i^k(k) \right) \\
& = \sum_{j \in V} w_{ij} \lim_{k \to \infty} \lambda_j(k) + \varepsilon \lim_{k \to \infty} \xi_i(k) + \lim_{k \to \infty} u_i^k(k).
\end{align*}$$

Due to $\lim_{k \to \infty} \lambda_i(k) = \lambda_c$, we have $\lambda_c = \sum_{j \in V} w_{ij} \lambda_c + \varepsilon \times 0 + \lim_{k \to \infty} u_i^k(k)$. Because $W$ is row stochastic, there holds $\sum_{j \in V} w_{ij} = 1$. As a result, $\lambda_c = \lambda_c + \lim_{k \to \infty} u_i^k(k)$. We conclude $\lim_{k \to \infty} u_i^k(k) = 0, \forall i \in V$. Since $\lim_{k \to \infty} \xi_i(k) = 0$, by taking limitations on both sides of the third equation of (20), one obtains $0 = -\lim_{k \to \infty} P_i(k+1) + \lim_{k \to \infty} P_i(k) + \lim_{k \to \infty} u_i^k(k)$. As $\lim_{k \to \infty} \lambda_i(k) = \lambda_i$ holds and $P_i(k+1)$ satisfies the second equation of (20), $P_i(k+1)$ can achieve convergence. Accordingly, one infers that $\lim_{k \to \infty} u_i^k(k) = 0$. Hence, (9) holds.

**Theorem 4.** If conditions (10) and

$$\sum_{i \in V} P_i^m \leq \sum_{i \in V} d_i + \lim_{k \to \infty} \sum_{j=0}^{k} \sum_{i \in V} u_i^j(j) \leq \sum_{i \in V} P_i^M$$

(22)
hold, there must exist integers \( M > 0 \) and \( N^b \) such that when \( k > M \), (20) can be modeled as the system (5) with dimension being \( N^b \leq N \), which means that it can achieve convergence, i.e., (21) holds. Meanwhile, if \( \lim_{k \to \infty} \sum_{i \in V} u_i^c(j) \neq 0 \), the final value will not be a feasible point.

Proof. Owing to (22), the original problem in (1) is feasible. By summing up the first and third equation in (20) for all \( i \in V \), we can obtain

\[
\sum_{i \in V} \lambda_i(k + 1) = \sum_{i \in V} \sum_{j \in V} w_{ij} \lambda_j(k) + \varepsilon \sum_{i \in V} \xi_i(k) + \sum_{i \in V} u_i^c(k)
\]

(23)

According to (16), (23) can be transformed as

\[
\sum_{i \in V} \lambda_i(k + 1) = \sum_{i \in V} \sum_{j \in V} w_{ij} \lambda_j(k) + \varepsilon (\sum_{i \in V} -P_i(k) + \sum_{i \in V} d_i + \sum_{j = 0}^{k-1} \sum_{i \in V} u_i^f(j)) + \sum_{i \in V} u_i^c(k)
\]

(24)

Without loss of generality, suppose \( \varepsilon (\sum_{i \in V} -P_i(k) + \sum_{i \in V} d_i + \sum_{j = 0}^{k-1} \sum_{i \in V} u_i^f(j)) + \sum_{i \in V} u_i^c(k) > 0 \). \( \lambda_i(k+1) \)'s will become larger generally and reach consensus, which means that \( P_i(k+1) \)'s will be increasing. Hence, \( P_i(k) \)'s will make \( \varepsilon (\sum_{i \in V} -P_i(k) + \sum_{i \in V} d_i + \sum_{j = 0}^{k-1} \sum_{i \in V} u_i^f(j)) + \sum_{i \in V} u_i^c(k) \) approach to zero as \( k \) goes to infinity. Since (10) holds, we suppose

\[
\sum_{k=0}^{\infty} u_i^c(k) = S_i^c, \lim_{k \to \infty} u_i^c(k) = 0, i \in V,
\]

where \( S_i^c \)'s are constants. Accordingly, with \( k \) growing, \( P_i(k) \)'s will have smaller adjustable range. Therefore, there must exist a large \( M \) such that when \( k > M \), some generation units reaching their upper or lower bounds will keep saturated. Cutting these saturated generation units, when \( k > M \), the dynamic of the algorithm can be described as the linear system (5) with dimension \( N^b \) satisfying \( N^b \leq N \). As a result, according to Theorem 1, the algorithm in (4) can achieve convergence, i.e., (21) holds.

Meanwhile, from (24), we can see that due to (21), there holds \( \lim_{k \to \infty} \sum_{i \in V} -P_i(k) + \sum_{i \in V} d_i + \sum_{j = 0}^{k-1} \sum_{i \in V} u_i^f(j) = 0 \). Then, if \( \lim_{k \to \infty} \sum_{i \in V} u_i^f(j) \) does not equal to zero, the discrepancy occurs between the generation and demand, which means that the final value will not be a feasible point. \( \square \)

Remark 3. The theoretical results for the unbounded generation play a key role in analyzing cases considering the inequality power constraints. Firstly, considering the unbounded generation cases, we can obtain the linear system (5), which renders the specific analytical expression of the final solution tractable. Furthermore, the inequality power constraints for generation units have very limited impact on the convergence of the algorithm in (4). If the optimal solution of problem (1) is the same as the one of the problem in (1) deleting the inequality power constraints, the algorithm will have almost the same dynamic under small false data injection to the broadcast information. If not, i.e., there is at least one generation unit which will reach its upper or lower bound, the system dynamic may vary from the unbounded case, but can still attain convergence under the false data injection to the broadcast information. Further, we can see that the results of Theorem 1 to 4 considering the attacker injecting false data to the broadcast information are not related to the number of attack nodes.

IV. STEALTHY ATTACKS FOR GENERATION COST PARAMETERS

In Section II, we formulate the problem of the consensus-based economic dispatch algorithm under attacks as (4), where the attack may not be the stealthy attack. Here, we provide a form of the online stealthy attack injecting false data to generation cost parameters for both the unbounded and bounded generation cases, which is the specified form of that in (4). Under such attack, the attacker can fulfill either the online or offline stealthy attack. Firstly, some important notations are provided. Denote \( \hat{C}_m \) and \( C_m \) as the final generation cost under attacks and no attack, respectively. Meanwhile, \( \lambda^* (P^*) \) is the optimal incremental cost (generation power) under no attack and \( \hat{\lambda}^* (\hat{P}^* ) \) is the final incremental cost (generation power) under attacks.

A. Unbounded Generation Cases

Considering there is only one attack node \( i_a, i_a \in V \) in the network, we provide how attack node \( i \) injecting constant false data to generation cost parameters can affect the final generation cost compared with the optimal one. Let the manipulated parameters satisfy \( \hat{\beta}_{i_a} = \beta_{i_a} + \Delta \beta_{i_a} \) and \( \hat{\alpha}_{i_a} = \alpha_{i_a} + \Delta \alpha_{i_a} \). Then we obtain

\[
\lim_{k \to \infty} \lambda_i(k) = \hat{\lambda}^* = \frac{\sum_{i \in V} d_i - \sum_{i \in V} \alpha_{i} - \Delta \alpha_{i_a}}{\sum_{i \in V} \beta_i + \Delta \beta_{i_a}}.
\]

(25)

Theorem 5. If one attack node \( i \) injecting constant false data \( \Delta \beta_{i_a} \neq 0 \) and \( \Delta \alpha_{i_a} \neq 0 \) to \( \beta_{i_a} \) and \( \alpha_{i_a} \), the algorithm in (5) can achieve convergence and the final point is feasible but not optimal. A larger deviation of \( \hat{\lambda}^* \) introduces more growth of \( \hat{C}_m \).

Proof. From (19) and (25), one obtains

\[
\hat{\lambda}^* = \frac{\lambda^* \sum_{i \in V} \beta_i - \Delta \alpha_{i_a}}{\sum_{i \in V} \beta_i + \Delta \beta_{i_a}},
\]

which means that

\[
\hat{\lambda}^* \Delta \beta_{i_a} + \Delta \alpha_{i_a} = (\lambda^* - \hat{\lambda}^*) \sum \beta_i.
\]
Therefore, the cost of node \( i_a \) under attacks is denoted by
\[
\tilde{C}_{i_a}(\hat{P}_{i_a}) = \left[ \frac{(\beta_{i_a} + \Delta \beta_{i_a}) \hat{P}_{i_a}^* + \alpha_{i_a} + \Delta \alpha_{i_a}}{2 \beta_{i_a}} \right]^2 + \gamma_{i_a}.
\]

Without attack, the cost of node \( i_a \) is \( C_{i_a}(P_{i_a}) = \frac{\beta_i^2 (\lambda^*)^2 - [\beta_i \lambda^* + (\lambda^* - \hat{\lambda}^*) \sum \beta_i]^2}{2 \beta_i} \). Thus, we have
\[
\frac{C_{i_a}(P_{i_a}) - \tilde{C}_{i_a}(\hat{P}_{i_a})}{2 \beta_i} = \frac{\beta_i^2 \lambda^* - (\beta_i \lambda^* + (\lambda^* - \hat{\lambda}^*) \sum \beta_i)^2}{2 \beta_i}.
\]

\[ \text{For } i \neq i_a, \text{ there holds,} \]
\[
C_i(P_i) - \tilde{C}_i(\hat{P}_i) = \frac{\beta_i ((\lambda^*)^2 - (\hat{\lambda}^*))^2}{2 \beta_i} = \frac{\beta_i (\lambda^* - \hat{\lambda}^*) (\lambda^* + \hat{\lambda}^*)}{2 \beta_i}.
\]

From (26) and (27), we obtain
\[
C_m - \tilde{C}_m = \sum_{i \in V, i \neq i_a} [C_i(P_i) - \tilde{C}_i(\hat{P}_i)] + C_{i_a}(P_{i_a}) - \tilde{C}_{i_a}(\hat{P}_{i_a}) = \frac{\beta_{i_a} (\lambda^* - \hat{\lambda}^*) (\lambda^* + \hat{\lambda}^*)}{2 \beta_{i_a}}.
\]

When \( \lambda^* \neq \hat{\lambda}^* \), we have \( C_m - \tilde{C}_m < 0 \). If and only if \( \lambda^* = \hat{\lambda}^* \), there holds \( C_m - \tilde{C}_m = 0 \). Therefore, the final point is not optimal, which signifies that by injecting constant false data to generation cost parameters, the attack can keep stealthy and make the total generation cost increase.

**Remark 4.** From the above proof, one observes that more deviation of \( \hat{\lambda}^* \) from the optimal one \( \lambda^* \) can induce larger increment of generation cost. The attack can make \( \lambda^* \) deviated from \( \lambda^* \) by manipulating \( \beta_{i_a} \) and \( \alpha_{i_a} \). The above analysis can be generalized for multiple attack nodes cases.

**B. Bounded Generation Cases**

The inequality constraints in (1) are important practical constraints. With the constant false data injection to generation cost parameters, we analyze how such attack will affect the optimality of the algorithm in (4).

**Theorem 6.** For the problem in (1), if attack node \( i_a \) only injects constant false data \( \Delta \beta_{i_a} \) or \( \Delta \alpha_{i_a} \) to \( \beta_{i_a} \) or \( \alpha_{i_a} \), there exists \( \Delta \beta_{i_a} \) or \( \Delta \alpha_{i_a} \) such that the algorithm in (4) can achieve convergence and the final point is feasible but not optimal.

**Proof.** As the structure of the algorithm in (4) under constant false data injection to generation cost parameters remains constant, Lemma 3 still holds. It means that the algorithm in (4) can achieve convergence and the power imbalance will disappear with iteration. Therefore, the final point is feasible.

As the objective function of the problem in (1) is strictly convex and the feasible set is convex, the problem in (1) has only one optimal point \( P^* \) and one incremental cost \( \lambda^* \). Suppose that there exists no \( \Delta \beta_{i_a} \) or \( \Delta \alpha_{i_a} \) injected by attack node \( i_a \) such that the optimal point will change. Accordingly, the optimal incremental cost and the optimal solution under attacks will satisfy \( \lambda^* = \hat{\lambda}^* \) and \( P^* = P^\hat{\lambda}^* \). For attack node \( i_a \) with any \( \Delta \beta_{i_a} \) or \( \Delta \alpha_{i_a} \), there must hold
\[
\hat{P}_{i_a} = \begin{cases} P_{i_a}^m, & \lambda^* \geq \hat{\lambda}_{i_a}^* < \hat{\lambda}_{i_a}^m, \\ \beta_{i_a} \lambda^* + \alpha_{i_a}, & \hat{\lambda}_{i_a}^m < \lambda^* < \hat{\lambda}_{i_a}^M, \\ P_{i_a}^m, & \lambda^* \leq \hat{\lambda}_{i_a}^m, \end{cases}
\]

where \( \hat{\beta}_{i_a} = (\Delta \beta_{i_a} + \beta_{i_a}) \) and \( \hat{\alpha}_{i_a} = \Delta \alpha_{i_a} + \alpha_{i_a} \), \( \hat{\lambda}_{i_a}^m = \frac{1}{\hat{\beta}_{i_a}} P_{i_a}^m - \frac{\alpha_{i_a}}{\hat{\beta}_{i_a}} \) and \( \hat{\lambda}_{i_a}^M = \frac{1}{\hat{\beta}_{i_a}} P_{i_a}^M - \frac{\alpha_{i_a}}{\hat{\beta}_{i_a}} \). One observes that there must exist \( \Delta \beta_{i_a} \) and \( \Delta \alpha_{i_a} \) such that (28) does not hold. Consequently, we can conclude the result.

**Remark 5.** One notices that by injecting constant false data to generation cost parameters, the convergence and feasibility of the final point can be guaranteed but the optimality is ruined stealthily for both online and offline cases. Consequently, these parameters are very important which should be well protected.

The deviation of the total generation cost caused by this form of attack is determined by the constant false data injection and the generation power bounds. Moreover, different attack node has different effective manipulation range, which means the effective false data injection range for generation cost parameters. With lots of attack nodes, if the manipulation range of the attacker becomes larger, the total generation cost will be larger.

**V. PERFORMANCE EVALUATION**

We consider the IEEE 39-bus system with 10 generation units and 18 demands. Suppose there are \( N = 10 \) agents in ED, where each agent can control one generation unit and its demand can include some local demands. The communication network, which is described by the red lines in Fig. 1, is strongly connected. Here, we consider three kinds of generation units including coal-fired steam unit and two different oil-fired steam units. The related parameters are shown in Tab.
I by referring to [31]. Nodes $i = 1, 2, 5, 6$ contain coal-fired steam units, nodes $i = 3, 7, 9$ contain coal-fired-1 steam units and other nodes have coal-fired-2 steam units.

Meanwhile, we set $\epsilon = 7.75 \times 10^{-4}$ and the total demand satisfies $\sum_{i \in V} d_i = 3300$. When there is no attack, the incremental costs will converge to the same value $\lambda^* = 8.82$ and the power mismatch will converge to zero, and the generation power converges to a stable state with iterations.

### A. False Data Injection to the Broadcast Information

1) **Unbounded generation cases:** Assume that node $i = 1$ is an attack node and it tries to keep offline stealthiness through injecting false data $u_i^1(k) = 4 \times 0.15^k$ and $u_i^2(k) = 80 \times 0.35^k$.

We investigate how attacks can affect the convergence and the feasibility of the final point under the algorithm in (5). It can be seen in Fig. 2(a) that all incremental cost will achieve consensus under such false data injection. However, the final incremental cost is not the optimal one which means that the optimality of the algorithm in (4) is ruined. Meanwhile, the balance between the generation and demand is broken which is shown in Fig. 2(b). Thus, such attack can be detected by frequency deviation measurements and online stealthy attack cannot be achieved. We observe from Fig. 2(c) that all generation power $P_i$’s converge to stable states. Meanwhile, one can see in Fig. 2(d) that local power mismatch approaches to zero with iterations. Thus, there exist attacks which can guarantee the convergence of the distributed algorithm in (4) but can break up the optimality of the final point, i.e., the offline stealthy attack is realized.

2) **Bounded generation cases:** Under the same setting, if each optimal generation power $P_i^*$ satisfies $P_i^m < P_i^* < P_i^M$ and the initial point is within the generation bounds, the optimal solution of the problem in (1) is the same as the problem in (1) without inequality constraints (1c) and the convergence curves of $\lambda_i(k), \xi_i(k)$ will be the same under two situations considering the small bounded false data injection. To investigate how the bounded power generation will affect convergence under attacks, we change the upper bound of node $i = 2$ as $P_2^M = 500$. Since the problem changes, the optimal incremental cost turns into $\lambda^* = 8.8557$. Under the same bounded false data injection, we can obtain almost the same convergence performance which is shown in Fig. 3(a), Fig. 3(b), Fig. 3(c) and Fig. 3(d). It also verifies our theoretical analysis for the convergence of the algorithm in (4) considering the bounded generation.

### B. False Data Injection to Generation Cost Parameters

We investigate how the attacker injecting constant false data to generation cost parameters can influence the optimality of ED. The above scenario setting for the bounded generation case is considered. By manipulating parameters $\alpha_i$ for $i = 2$ and...
where $\Delta \alpha_2$ changes from $-600$ to $390$, we conduct simulations for both bounded and unbounded generation cases, respectively. As shown in Fig. 4(a) and Fig. 4(b), the overall tendency exhibits that the total generation cost increases as the incremental cost deviates from the optimal one. For the unbounded generation case, as deviation of incremental cost becomes larger, the total generation cost grows, i.e., the efficiency of ED is lowered by such stealthy attack. For the bounded generation case, the attack node has the limited effective manipulation range, beyond which, the total generation cost would not change. Considering how the number of attack nodes will affect the effective manipulation range, beyond which, the total generation cost would not change. Considering how the number of attack nodes will affect the effective manipulation range, we conduct simulations for cases, i.e., the attack only injects constant false data to $\alpha_2$, the attack only injects constant false data to $\alpha_3$, and the attack injects constant false data to $\alpha_2$ and $\alpha_3$. From Fig. 5 and Fig. 6, we can observe that the total generation cost of the case with two attack nodes is larger than that with one attack node.

**VI. CONCLUSIONS**

In this paper, we analyzed how the consensus-based ED algorithm performs under stealthy attacks. We proved that for the false data injection to the broadcast information, the algorithm can still achieve convergence but the final state must be optimal one if it is feasible. Considering only the divergence of the algorithm can be detected for the offline case, we prove that such attack can be stealthy. Then, for the online case, we assume that the imbalance between the generation and demand can be recognized by frequency deviation measurements. We obtained the stealthy attack which injects constant false data to generation cost parameters. Under such attack, the power mismatch approaches to zero but the total cost increases. Furthermore, we found that the constant false data injection to generation cost parameters can affect the deviation of the optimal total cost through the deviation of the final incremental cost. As the power of generation unit is bounded, each attack node has limited effective false data injection range. Simulation results showed that for the bounded generation case, the convergence of the algorithm under attacks has the same performance as the unbounded one, which also illustrates our obtained results. For the future work, we will analyze whether the results can be generalized for more general distributed optimization problems under attacks.
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