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ABSTRACT
A nonlinear generalization of principal component analysis (PCA), denoted nonlinear principal component analysis (NLPCA), is applied to Northern Hemisphere wintertime geopotential heights at 1000, 700, 500, 300, and 20 hPa. It is found that the optimal nonlinear approximation to the data at the four tropospheric levels is characterized by three equivalent-barotropic regimes of circulation. The NLPCA time series provides a kinematic description of variability within the regimes and transitions between them. The occupation frequencies of the regimes demonstrate substantial interannual and interdecadal variability, some of which can be associated with the influence of El Niño–Southern Oscillation. The stratospheric geopotential height field is also characterized by three circulation regimes. Two of these characterize a vacillation of polar vortex shape and polar temperature. The third regime, which is occupied episodically, is characterized by dramatic reductions in the zonal-mean zonal wind and meridional temperature gradient at high latitudes, and is associated with stratospheric sudden warmings. Evidence is presented for a connection between the stratospheric and tropospheric regimes, including an association between stratospheric sudden warmings and North Atlantic blocks. Finally, these results are compared to previous studies of regime structure and to the Arctic Oscillation paradigm.

1. Introduction
The idea that the low-frequency variability (LFV) of the general circulation of the extratropical Northern Hemispheric (NH) atmosphere can be characterized by a small number of preferred circulation patterns, or regimes, dates back to the pioneering work of Baur (1931) and Namias (1950) in the first half of the last century (see Pandolfo 1993, for a review). Interest in this idea was rekindled in the late 1970s with the work of Charney and DeVore (1979), which demonstrated the existence of multiple stationary states in a highly truncated model of the interaction between the extratropical general circulation and topography. Early observational evidence for the existence of multiple regimes of atmospheric circulation was presented by Sutera (1986), who demonstrated the bimodality of the probability density function (PDF) of an index measuring the amplitude of wavenumbers 2–4 of the midlatitude 500-hPa height field. Further observational evidence for the existence of regimes was provided by Kimoto and Ghil (1993), who, in an estimate of the joint PDF of the leading two modes from a principal component analysis (PCA) of the 700-hPa geopotential height field, found distinct departures from multinormality corresponding to four distinct hemispheric circulation regimes. At about the same time, Cheng and Wallace (1993) used a hierarchical cluster analysis technique to identify three preferred regimes of circulation in the NH 500-hPa flow. The clusters identified by Cheng and Wallace were in close agreement with three of the regimes diagnosed by Kimoto and Ghil. Interest in observational studies of extratropical atmospheric LFV from this nonlinear perspective was recently renewed when analyses of the 700- and 500-hPa flow by Smyth et al. (1999) and Corti et al. (1999) confirmed the results of Cheng and Wallace using distinct statistical methods (respectively, mixture-model clustering and visual inspection of the joint PDF...
of the leading two PCA modes), although the statistical significance of these results remains a subject of debate (e.g., Hsu and Zwiers 2001; Hannachi and O’Neill 2001; Stephenson et al. 2001, manuscript submitted to J. Climate). These ideas have attracted particular attention in light of the hypothesis that climate change may manifest itself in changes in the occupation statistics of preferred climate regimes (Palmer 1999).

The above studies concentrated on the diagnosis of regimes in the tropospheric circulation. Pierce and Fairlie (1993) reported evidence of the existence of three preferred circulation regimes in the NH extratropical wintertime stratosphere, through a consideration of the PDFs of geopotential height wavenumber 1 and the zonal-mean zonal wind at 100 and 10 hPa. To our knowledge, this is the only observational evidence for multiple regimes of stratospheric circulation so far presented in the literature.

Parallel to the above nonlinear statistical analyses, a large number of studies of extratropical atmospheric LFV using linear statistical approaches were carried out. Statistical techniques used included correlation analysis and PCA (e.g., Wallace and Gutzler 1981), rotated PCA (e.g., Barnston and Livezey 1987), singular value decomposition (e.g., Wallace et al. 1992), and canonical correlation analysis (e.g., Perlwitz and Graf 1995). These analyses highlighted a number of characteristic structures of variability such as the North Atlantic Oscillation (NAO) and the Pacific–North America (PNA) pattern, each of which consists of a fixed spatial pattern modulated by a time series that fluctuates in amplitude and sign. Recently, a considerable amount of interest has been focused on one of these structures: the Arctic Oscillation (AO) or annular mode (Thompson and Wallace 1998, 2000), which emerges as the leading mode of a principal component analysis of NH extratropical geopotential heights. The AO has attracted attention for a number of reasons: it appears to be a hemispheric generalization of the NAO, it displays considerable vertical coherence throughout the troposphere and the stratosphere, and, in particular, it displays a long-term trend that GCM studies suggest may be a dominant dynamical signal of anthropogenic climate change (Shindell et al. 1999; Fyfe et al. 1999; Thompson et al. 2000). In contrast to the regime-based analysis of extratropical NH atmospheric LFV, an inherently linear view of atmospheric LFV underlies these linear statistical studies.

Most recently, evidence for the existence of preferred regimes of atmospheric circulation has been obtained using a nonlinear generalization of PCA, denoted nonlinear principal component analysis (NLPCA; Monahan 2000a). Whereas classic PCA produces optimal linear lower-dimensional approximations to multivariate data, NLPCA is able to characterize more general nonlinear low-dimensional structure. In a long integration of the Canadian Centre for Climate Modelling and Analysis (CCCma) coupled general circulation model (CGCM) with CO₂ and aerosol forcings at preindustrial levels, NLPCA was able to demonstrate the existence of multiple regimes of variability in the monthly averaged wintertime NH extratropical sea level pressure and 500-hPa geopotential height fields (Monahan et al. 2000, hereafter MFF; Monahan 2000b). A subsequent analysis of an integration with CO₂ and aerosol forcings at the projected year 2100 levels demonstrated that the dominant dynamical effect of these changes in forcing was a substantial depopulation of one of the circulation regimes, consistent with the hypothesis of Palmer (1999). When applied to the observed daily, 10-day low-pass filtered 500-hPa geopotential height field (Monahan et al. 2001, hereafter MPF), the regimes characterized in Cheng and Wallace (1993), Smyth et al. (1999), and Corti et al. (1999) were recovered. However, where these previous nonlinear analyses were essentially static, the NLPCA description included both spatial and temporal information, providing a kinematic description of the regimes and the transitions between them.

In this study, we extend the analysis of MPF to an analysis of geopotential heights throughout the depth of the troposphere and up into the stratosphere. It will be shown that the regime structure found at 500 hPa is equivalent barotropic throughout the troposphere, but that the structure of stratospheric regimes is rather different. This result stands in contrast to the AO description of extratropical atmospheric LFV, in which the annular modes are essentially coherent throughout both the troposphere and the stratosphere. We will argue that, in fact, the AO description in both regions arises as the optimal linear approximation to the fundamentally nonlinear structure of extratropical atmospheric LFV. Section 2 of the paper describes the datasets used and provides a brief description of NLPCA. The results of the analysis of the tropospheric and stratospheric datasets are presented in sections 3 and 4, respectively. A discussion and conclusions are presented in section 5.

2. Data and methodology

The data used in this analysis are twice-daily boreal wintertime (December–February, hereafter DJF) geopotential heights at 1000, 700, 500, 300, and 20 hPa, and temperature at 20 hPa, from the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis dataset (Kalnay et al. 1996), for the period 1958–98. These were averaged to daily values and subsampled from the original $2.5^\circ \times 2.5^\circ$ grid to a $5^\circ \times 5^\circ$ grid. An annual cycle was calculated for each field in the same manner as in Smyth et al. (1999), and anomaly fields were defined relative to this annual cycle. These anomaly fields were further smoothed using the 10-day low-pass filter of Wallace et al. (1988). The dataset thus consists of a set of 3670 daily maps at each pressure level (41 winters, including 10 leap years, less 30 points at the beginning and end of the record due to the filtering). The 1000-
hPa geopotential height anomaly field is denoted $Z_{1000}$, and similarly for the other geopotential height fields. The 20-hPa temperature field is denoted $T_{20}$.

To compress the data to a manageable size, a PCA was carried out at each pressure level. Before performing the PCA, the fields were weighted by the square root of the cosine of the latitude, to account for the poleward concentration of grid points. A combined PCA (CPCA) of the four tropospheric fields (1000, 700, 500, and 300 hPa) was then performed, after normalizing each field by the square root of its spatial mean variance. The resulting dataset is denoted $Z_{CPCA}$. The spatial maps of the leading CPCA modes, characterized by roughly zonally symmetric anomalies of opposite sign between middle and high latitudes, agree with those presented in Baldwin and Dunkerton (1999). The 20-hPa field was not included in the combined analysis because, as will be shown, it displays qualitatively different regime structure than the tropospheric fields.

These data were analyzed using the recently developed technique of NLPCA. This method and its implementation are described in detail in Monahan (2000a, 2001); a brief description follows. Given the $M$-dimensional dataset $X(t_n)$, where each of the $M$ dimensions corresponds to a grid point and $n = 1, \ldots, N$ labels the points in time, we look for two functions $s_f: \mathbb{R}^P \rightarrow \mathbb{R}^P$ and $f: \mathbb{R}^P \rightarrow \mathbb{R}^M$, $P < M$, such that the approximation

$$\hat{X}(t_n) = (f \circ s_f)[X(t_n)]$$

is optimal in that the mean-squared difference from the original data,

$$\epsilon^2 = \langle \|X - \hat{X}\|^2 \rangle,$$

is minimized. In the above, the notation $f \circ s_f$ denotes the composition of the functions $f$ and $s_f$, i.e., $(f \circ s_f)(x) = f[s_f(x)]$, the operator $\| \cdot \|$ denotes the $L^2$ norm, and the angle brackets $\langle \cdot \rangle$ denote the sample average in time. The resulting approximation $\hat{X}(t_n)$ is then denoted as the $P$-dimensional NLPCA approximation to $X(t_n)$.

In the case $P = 1$, $\hat{X}(t_n)$ describes a one-dimensional curve in $\mathbb{R}^M$ and is denoted as the leading NLPCA mode. In the limit where the functions $s_f$ and $f$ are constrained to be linear, NLPCA reduces to traditional PCA.

A geometric description of NLPCA is presented in Fig. 1. The original data are presented in the upper-left-hand corner as a data cloud in some abstract Cartesian state space. This state space may be, for example, the original gridpoint space or the space of the PCA modes. The leading PCA mode of this dataset is the one-dimensional linear structure that approximates the data in an optimal manner. Clearly though, the data cloud of
Fig. 1 has an underlying nonlinear one-dimensional structure that cannot be described by PCA with optimal efficiency. Nonlinear PCA was developed to characterize such nonlinear structures.

In Fig. 1, the function \( s_t \) is shown mapping from the original data to a 1D time series \( \lambda(t_n) = s_t[X(t_n)] \), which is then mapped by \( f \) to the 1D curve in the original space, \( \hat{X}(t_n) \). Each point on the curve \( \hat{X}(t_n) \) corresponds to a unique point in the time series \( \lambda(t_n) \): the function \( f \) describes the structure of the approximation in the original \( M \)-dimensional state space, and \( \lambda(t_n) \) describes the temporal evolution of the approximation along this structure. In formal terms, \( f \) is a 1D manifold embedded in \( \mathbb{R}^M \) and \( \lambda \) is the parameterization of that manifold. The large circles in Fig. 1 represent, respectively, a point in the original data and the corresponding points in the time series \( \lambda(t_n) \) and on the approximation \( \hat{X}(t_n) \).

Because of the structure of the NLPCA approximation (1), the time series \( \lambda(t_n) \) is only defined up to an arbitrary homeomorphism, that is, a one-to-one, onto, and continuous function with a continuous inverse (Monahan 2001). The most natural parameterization is by arc length: one end of the curve \( \hat{X}(t_n) \) is assigned the value 0 and the other end the value 1, and each point in between is assigned a value corresponding to the fraction of the length along the curve from the 0 point at which it lies. We will use this parameterization throughout this paper.

Each mode of classic PCA is assigned a unique time series and a unique spatial pattern. In NLPCA, however, while the 1D approximation is associated with a unique time series \( \lambda(t_n) \), there is no unique spatial pattern. Instead, each point on the approximation \( \hat{X}(t_n) \) is associated with a different map. This map is easily obtained for any point on the approximation: each such point lies in the state space spanned by axes representing either grid points or PCA modes. The projection of this point on these axes describes a unique spatial pattern. Because 1D PCA approximations are produced by multiplying the associated map with the associated time series, such approximations can only describe standing variability in which the characteristic spatial structures change only in sign and amplitude. The NLPCA approximation is able to characterize more general structures of variability.

Often, PCA modes are interpreted individually, with the justification (given either implicitly or explicitly) that, by construction, these modes are temporally uncorrelated. In fact, a vanishing correlation between two variables does not imply that they are independent (although the converse is of course true). A simple illustration of this is given by the random variables \( x \) and \( y = x^2 \), where \( x \) is uniformly distributed between \(-1\) and \(1\). The random variables \( x \) and \( y \) are uncorrelated, that is, \( E(xy) = 0 \), where \( E(\cdot) \) denotes the expectation operator. However, \( x \) and \( y \) are clearly not independent: the conditional distribution \( p(y|x) \) is not equal to the marginal \( p(y) \). Nonlinear PCA is able to characterize dependence between PCA modes, should it exist, and is therefore able to produce a more representative approximation to the original data. If the physical system is imagined to evolve along an attractor, PCA may be used to characterize its embedding space, while NLPCA can characterize the attractor itself. This was demonstrated for the Lorenz system in Monahan (2000a). We do not suggest that individual NLPCA modes are mutually independent. Nonetheless, they generally produce approximations that are more representative of the data than those produced by PCA. Recently, an attempt has been made to characterize statistically independent, albeit linear, modes of climate variability (Aires et al. 2000).

In this study, NLPCA is not carried out on the original data, because of their very high spatial dimensionality, but rather on the data projected onto their leading 10 PCA modes. It is possible that some signal may be lost in this projection. However, it is found a posteriori that, in all cases considered here, the leading NLPCA modes project significantly onto only the first few PCA axes. Consequently, we are confident that it is highly unlikely that any of the signal of importance to the leading NLPCA mode has been lost in the reduction of the original data to this smaller state space. The truncation employed here is in any case much less drastic than that employed by Smyth et al. (1999) or Corti et al. (1999), in which only the state space spanned by the leading two PCA modes was considered.

3. Analysis of tropospheric geopotential heights

Separate NLPC analyses of \( Z_{1000}, Z_{700}, Z_{500}, Z_{300} \), and \( Z_{200} \) were carried out; the results of the analysis of the \( Z_{500} \) field are described in MPF. The NLPCA approximations for each of these separate tropospheric height fields are very similar to each other and to the corresponding sector of the NLPCA approximation of the CPCA field. Consequently, the following discussion will concentrate on the results of the combined analysis.

Figure 2 displays \( \hat{Z}_{\text{CPCA}} \), the 1D NLPCA approximation to \( Z_{\text{CPCA}} \), as a curve in the space spanned by the leading three CPCA modes. The approximation \( \hat{Z}_{\text{CPCA}} \) is a mixture of CPCA modes 1, 2, and 3. The projection of \( \hat{Z}_{\text{CPCA}} \) onto CPCA modes higher than 3 is negligible. Also displayed in Fig. 2 are contour plots of \( p(CPC_i, CPC_j) - p(CPC_i)p(CPC_j) \), \( i, j = (1, 2), (1, 3), (2, 3) \), the differences between estimates of the joint PDF of each pair of CPCA modes and the product of estimates of the marginal distributions. If two CPCA modes were statistically independent, the joint distribution would factorize as the product of the marginals and this difference would be zero. Regions where the difference is positive (negative) correspond to parts of state space in which the system resides more (less) often than would be the case if the CPCA modes represented independent modes of variability; they are preferred (unpreferred) regions of state space. As shown in Fig. 2, the NLPCA...
Figure 2. Plot of the 1D NLPCA approximation $\hat{Z}_{\text{PCA}}$ (thick curve) projected onto the leading three CPCA modes. Also contoured are the difference between estimates of the joint PDF $p(C_{\text{PC}i}, C_{\text{PC}j})$ of these modes and the product of the marginal PDFs $p(C_{\text{PC}i}) p(C_{\text{PC}j})$ for each pair $(i, j) = (1, 2), (1, 3), (2, 3)$. The PDFs were estimated using a Gaussian kernel estimator with a smoothing parameter $h = 4.5$. Thick contours are positive differences and thin contours are negative. Contour interval is $(..., -3, -1, 1, 3,...) \times 10^{-2}$.

Figure 3. Gaussian kernel estimate of the PDF of the NLPCA time series $l_{\text{PCA}}$. The estimate was made with a smoothing parameter $h = 0.025$. The triangles denote the position of the boundaries between the regimes and the transition zones.

The NLPCA approximation lies primarily in the preferred regions of the state space, and avoids the unpreferred regions.

Figure 3 displays an estimate of the PDF of the NLPCA time series $\lambda_{\text{PCA}}(t_n)$. As was the case with the NLPCA approximation of the 500-hPa field considered in MPF, the distribution of $\lambda_{\text{PCA}}(t_n)$ is characterized by three distinct peaks. For consistency with MPF we follow Cheng and Wallace (1993) and denote the peaks A, R, and G. These designations arise because, as will be illustrated presently, the associated spatial maps have strong positive centers of action over the Aleutians, the Rockies, and Greenland, respectively. The points on $Z_{\text{PCA}}$ corresponding to the tops of peaks A, R, and G are denoted by the large circles in Fig. 2. As in MPF, we interpret the peaks in the PDF of $\lambda_{\text{PCA}}(t_n)$ as describing preferred regimes in the extratropical tropospheric circulation. The intervals $[0, 0.1], [0.35, 0.575], [0.9, 1]$ will be considered to correspond to regimes A, R, and G, respectively; the boundaries of these intervals are denoted by triangles in Fig. 3. These intervals were determined subjectively, but all of the following...
results are robust with respect to reasonable changes in their boundaries.

A plot of $\lambda_{\text{CPCA}}(t_n)$ for each complete winter of the dataset is presented in Fig. 4. Note that in the present study the phrase “winter of 1960,” for example, denotes the DJF period for which the January and February fall in 1960. Figure 4 elucidates the temporal structure of the NLPDA approximation. Two distinct timescales are involved. The shorter timescale, on the order of a few days, corresponds to rapid transitions between the regimes. The longer timescale corresponds to the period for which the approximation resides in one of the three regimes. There is in fact a broad distribution of regime residence times, as is illustrated in Fig. 5. This figure displays a histogram estimate of the probability distribution $p(T)$ of regime residence times, $T$, for events in which the approximation resided within a regime for at least 5 days. The distribution of $T$ appears to be approximately exponential:

$$p(T) \approx \frac{1}{\tau} \exp\left(-\frac{T}{\tau}\right).$$  \hspace{1cm} (3)

Figure 5 also displays the least squares estimate of the exponential distribution (3) for the histogram; the e-folding time $\tau$ is about 18 days. Similar histograms and e-folding times are found for the occupation statistics of each regime considered individually (not shown). The exponential distribution of residence times is consistent with the description of atmospheric low-frequency variability as a dynamical system composed of multiple attractors, with transitions between attractors induced by “noise” associated with high-frequency variability (Gardiner 1997). Inspection of Fig. 4 also indicates that there is considerable interannual variability in the occupation statistics of the three regimes. In some winters, such as 1971, the system spends approximately equal times in each of these regimes, whereas the winters of 1969 and 1989 are dominated by regimes G and A, respectively.

As was noted in section 2, maps corresponding to the points on the NLPDA approximation $\tilde{Z}_{\text{CPCA}}$ can be constructed. The spatial patterns corresponding to the points A, R, and G in Fig. 2 are displayed in Fig. 6 for each of the four tropospheric pressure levels. The spatial patterns of geopotential height at 500 hPa are essentially identical to those reported in MPF for the analysis of this field alone. Clearly, $\tilde{Z}_{\text{CPCA}}(t_n)$ is strongly equivalent barotropic, with anomaly patterns that amplify with altitude through the troposphere.

Regimes A, R, and G have been noted as the three dominant regimes of Northern Hemisphere extratropical LFV at individual tropospheric levels in a number of studies (e.g., Cheng and Wallace 1993; Smyth et al. 1999; Corti et al. 1999). This convergence of the results of separate analyses, using different statistical techniques inspires confidence that these regimes are in fact characteristic of the NH extratropical wintertime LFV.

The spatial patterns of regimes R and A over the Pacific–North American (PNA) sector bear a strong resemblance to the positive and negative phases of the classic PNA pattern, while those of regimes R and G over the Atlantic sector resemble the positive and negative phases of the NAO. There is, however, a fundamental difference between the description of atmospheric variability in terms of the PNA–NAO and that suggested here. The PNA–NAO description imagines atmospheric low-frequency variability as being composed of a number of characteristic structures that fluctuate in amplitude and sign but not in spatial pattern, perhaps interacting to some extent among themselves, and with unimodal PDFs that do not deviate significantly from Gaussianity. This is an essentially linear view of atmospheric variability. The regime-based view, on the other hand, characterizes LFV by a number of preferred circulation states, around which the atmosphere resides for extended periods and between which it moves rapidly. This description is fundamentally nonlinear.

When interpreting Fig. 4, it is important to keep in mind that $\tilde{Z}_{\text{CPCA}}$ accounts for only 19% of the variance of the 10-day low-pass filtered data (slightly more than the 15% captured by PCA mode 1). The actual data contain considerable variability around the NLPDA approximation. Consequently, maps of geopotential height for individual days spent within a given regime will differ from each other, and from the average maps displayed in Fig. 6, in their detailed features. The averaged maps shown in Fig. 6 do not fully represent the instantaneous states within the corresponding regimes, but rather the centers of those parts of state space around which trajectories tend to cluster. Of course, a similar caveat holds in the consideration of the leading PCA mode: the AO explains only a small fraction of the total variance, and the real state of the atmosphere at any time may differ strikingly from its description in terms of the AO.

The frequencies of occupation of regimes A, R, and G display substantial interannual variability. Figure 7 displays the annual occupation frequencies of regimes A, R, and G, for each winter in the observational record. While for the most part this interannual variability results presumably from internal chaotic fluctuations, it is also influenced by interannual variability in the boundary forcing. In particular, Fig. 7 hints at an increased frequency of occupation of regime A during La Niña events and of regime R during El Niño events.

To demonstrate this influence of ENSO, each of the winters in the dataset was classified as an El Niño, La Niña, or “normal” winter, using the stratification of Renwick and Wallace (1996), updated to include the El Niño of 1998. Figure 8 displays estimates of the PDF of $\lambda_{\text{CPCA}}(t_n)$ for El Niño and La Niña winters. There is an increase in the population of regime R and a decrease in population of regime A during El Niño winters, and vice versa for La Niña winters. Because the geopotential height anomalies in regimes A and R in the Pacific–
North America sector resemble the positive and negative phases of the PNA pattern, respectively, this change in occupation statistics is consistent with the well-documented Northern Hemisphere extratropical response to ENSO events (e.g., Trenberth et al. 1998). The effect of ENSO on the PDF of $\lambda_{\text{CPCA}}(t_n)$ is consistent with Palmer’s (1999) hypothesis that the response of the atmosphere to external forcing is a change in the occupation frequencies of internally generated regimes and not in the structure of the regimes.

It is of course possible that the changes in the PDF of $\lambda_{\text{CPCA}}(t_n)$ displayed in Fig. 8 result simply from sampling fluctuations. To assess the statistical significance of the changes in the PDF, we adopted the null hypothesis that the PDF associated with El Niño (La Niña) winters could have been produced by any random set of 11 (6) winters. This null hypothesis was tested using a bootstrap procedure, in which 5000 sets of 11 winters for El Niño and 6 for La Niña were drawn randomly (with replacement) from the set of 40 full winters. For

Fig. 4. Plot of the time series $\lambda_{\text{CPCA}}(t_n)$ for each of the full winters considered in this study. The shaded regions denote the $\lambda_{\text{CPCA}}$ ranges associated with regimes A, R, and G. The date above each plot refers to the year of the Jan of the corresponding winter.
each of the 5000 sets the number of days falling into regimes A, R, and G was calculated. This analysis demonstrates that the increased occupation frequency of regimes R and A during El Niño and La Niña events, respectively, is significant at the 95% and 99% confidence levels. The decreased occupation frequency of regime A during El Niño years is marginally significant, with a 90% confidence level. None of the other changes in occupation frequencies is particularly significant.

The effect of ENSO on the joint PDF of the leading two PCA modes of 500-hPa heights was considered by Corti et al. (1999), who compared the PDF estimated using all years of data with that estimated after removing all ENSO years from the dataset. They demonstrated that there was no shift in the positions of the regimes, and therefore that the regimes themselves were not produced by ENSO variability. However, they did not consider the joint PDFs associated with El Niño and La Niña years and were thus not able to note the distinct changes in occupation statistics described above.

Besides interannual variability, the regime occupation frequencies displayed in Fig. 7 also display interdecadal trends. In particular, regime G is more frequently occupied in the first half of the record than in the second. The downward trend in the population of cluster G was noted by Corti et al. (1999). However, they also noted a downward and an upward trend in the populations of regimes A and R, respectively, which are not obvious in the time series presented in Fig. 7.

In short data records such as the one considered, it is difficult to differentiate with confidence between genuine trends and apparent trends generated by sampling fluctuations. It was demonstrated in Molteni and Corti (1998) that internal dynamics alone can induce substantial low-frequency variability in regime occupation statistics. However, the downward trend in the occupation frequency of regime G is interesting in light of the GCM study of MFF, as will be discussed later.

4. Analysis of stratospheric geopotential heights

Figure 9 displays the spatial structures of the two leading PCA modes of the $Z_{20}$ field, explaining, respectively, 44% and 21% of the variance, along with an estimate of the joint PDF of the associated time series. This figure demonstrates that the joint PDF of the two time series deviates markedly from bivariate Gaussianity. The time series associated with mode 1 displays a pronounced positive skewness. Furthermore, the pair of time series are clearly not independent (although they are uncorrelated): the central peak of the joint distribution is roughly ellipsoidal, with a major axis aligned at roughly $-45^\circ$ to the positive principal component (PC) 1 axis.

Figure 10 displays a plot of the 1D NLPCA approximation to $Z_{20}, \dot{Z}_{20}(t_n)$, in the space of the leading two PCA modes. Projections of $\dot{Z}_{20}$ onto higher PCA modes are negligible. The state space structure of $\dot{Z}_{20}$ is substantially different than those of the 1D NLPCA approximations of the tropospheric fields. Where the tropospheric NLPCA approximations are U shaped, $\dot{Z}_{20}$ is composed of three straight branches. We will denote the leftmost branch in Fig. 10 as V, and the rightmost as MjW. As in Fig. 2, a plot of the difference between the joint distribution of the two PCA modes and the product of the marginals, $p(PC_1, PC_2) - p(PC_1)p(PC_2)$, is also contoured in Fig. 10. The difference is characterized by two positive regions separated by a strongly negative region. Two of the branches of $\dot{Z}_{20}$ lie along the preferred regions of state space, while the third connecting branch crosses the unpreferred region.

Figure 11 displays an estimate of the PDF of the time series, $\lambda_{20}(t_n), \lambda_{\dot{Z}_{20}}(t_n)$. This PDF is characterized by two distinct peaks: the larger population with lower $\lambda_{\dot{Z}_{20}}(t_n)$ values lives on branch V, while the smaller population with higher $\lambda_{\dot{Z}_{20}}(t_n)$ values lives on branch MjW. The region of low values of the PDF corresponds to the intermediate joining branch. These secondary peaks are robust to a broad range of smoothing parameters used in the estimation of the PDF of $\lambda_{\dot{Z}_{20}}$. The 1D NLPCA description of $Z_{20}$ then indicates the existence of two major branches, denoted V and MjW, the first of which is composed of two weakly separated regimes, denoted C2, and M. The branch MjW is composed of a single regime, which will itself be denoted MjW. The reasons for the names given to these regimes will become clear when the full time series and associated spatial patterns are presented. Note that the peaks of $\lambda_{\dot{Z}_{20}}$ occur near regions of state space in which the difference between the joint PDF of the
two PCA modes and the product of the marginals displays local maxima.

A plot of $\lambda_{\text{PCA}}(t_n)$ for each full winter in the observational record is presented in Fig. 12. The more populated branch is designated by $V$ to indicate that the atmosphere generally displays vacillatory behavior when its state space representation moves along this branch. The atmosphere spends most of the time moving within $V$, sometimes slowing down in the vicinity of regimes $C_1$ and $M$. Evident are episodes in which the system resides for an extended period in regime $C_1$ (e.g., 1972) or regime $M$ (e.g., 1965). Occasionally, the system jumps to branch $MjW$, on which it resides for a time on the order of a month before returning to branch
V. It is apparent from Fig. 12 that the trajectory through regime MjW follows one of two distinct patterns: gradual rise and decline (e.g., 1968, 1985), or extremely rapid rise and gradual decline (e.g., 1970, 1977). As was the case with \( \lambda_{\text{CPCA}}(t_n) \), two clear ranges of timescales are apparent: the shorter timescale, on the order of days, describes transitions between the branches V and MjW, while the longer timescale characterizes the occupation time of either branch.

To illustrate the spatial patterns associated with \( Z_{20} \), we will consider the five representative points indicated in Figs. 10 and 11: \( C_2 \), \( C_1 \), \( M \), \( M_{NW} \), and \( M_{jW} \). Points \( C_1 \), \( M \), and \( M_{jW} \) lie in the middle of the associated regimes, and points \( C_2 \) and \( M_{NW} \) lie on the flanks of the PDF on branch V. Figure 13 displays composite maps of the 20-hPa geopotential height and temperature fields for those days in which the system is near these characteristic points. It is clear from Fig. 10 that regime \( M \) lies very close to the climatological mean, thus its designation by \( M \). Relative to regime \( M \), regime \( C_1 \) is characterized by enhanced zonal flow, reduced polar temperatures, a northward shift of the vortex center to directly over the pole, a more elliptical vortex, and a westward realignment of the major axis of the vortex along the \( 90^\circ \text{E} - 90^\circ \text{W} \) line of longitude. These features are even more pronounced at the point \( C_2 \). The flow at \( M_{NW} \) is characterized by a somewhat reduced zonal flow, a warmer pole, a shift of the vortex center away from the pole, a less elliptical vortex, and an eastward shift of the vortex axis, relative to the climatological mean. Finally, regime \( M_{jW} \) exhibits pronounced reductions of the strength of the zonal flow and the latitudinal temperature gradient. Figure 14 displays estimates of the joint PDFs of \( \lambda_{\text{CPCA}}(t_n) \) and \( \lambda_{20}(t_n) \). Inspection of this figure indicates that stratospheric regime \( M_{jW} \) events occur most often in association with tropospheric regime \( G \) events (and only rarely when the troposphere is in regime \( R \) or \( A \)) while the reverse is not true. Stratospheric regimes \( M \) and \( C_1 \) events also occur when the troposphere is in regime \( G \), with \( M \) events being more common. When the troposphere is in regime \( R \), the stratosphere is most likely to be found in regime \( M \), and when the troposphere is in regime \( A \), the stratosphere is most likely to be in regime \( C_1 \). Figure 15 thus demonstrates that there are clear relationships between the tropospheric and stratospheric regimes, although these relationships are not simple. Note as well that regimes...
**Fig. 9.** Spatial structure of the two leading PCA modes of the \( Z_{20} \) field (thick lines are positive contours, thin lines are negative; contour interval is \( \ldots , -0.03, -0.01, 0.01, \ldots \) ) and a Gaussian kernel estimate of the joint PDF of the associated time series (contour interval is \( 2 \times 10^{-3} \)). The estimate was made with the smoothing parameter \( h = 1000 \).

C, and M appear to be more clearly separated in this figure than in the PDF of \( \lambda_{20} \) alone (Fig. 11).

As has been noted in a number of studies (e.g., Chaffey and Fyfe 2001), stratospheric sudden warmings have been less common in the 1990s than in earlier decades.

**Fig. 10.** Plot of the 1D NLPCA approximation \( \hat{Z}_{20} \) (thick curve) in the space spanned by the leading two PCA modes. The circles represent the state space positions of points C, C', M, MnW, and MjW in Fig. 11. Also contoured is the difference between the joint PDF \( p(\text{PC}_1, \text{PC}_2) \) and the product of the marginals \( p(\text{PC}_1) p(\text{PC}_2) \). Thick contours are positive, while thin contours are negative. Contour interval is \( \ldots , -0.75, -0.25, 0.25, \ldots \) \( \times 10^{-4} \).

Figure 16 displays the fraction of days spent in branch MjW for each winter of the observational record. There is an evident reduction of the frequency of MjW events in the second half of the record, as compared to the first half. This trend is particularly interesting in light of the
connection of stratospheric regime MjW with tropospheric regime G, and the downward trend in frequency of occupation of this tropospheric regime. Again, in both cases the trend could simply be due to sampling fluctuations, because the records are short. Nonetheless, one must note the connection with volcanic eruptions. There have been three strong eruptions of tropical volcanos since 1959. From the weakest to the strongest, these were Agung (1963), El Chicon (1982), and Pinatubo (1991). These strong tropical eruptions created vertical plumes that injected sulfate aerosols into the lower stratosphere. Absorption of radiation by these aerosols increased the pole-to-equator temperature gradients, which resulted in a strengthened stratospheric polar vortex (Robock 2000). This volcanic radiative forcing increases the likelihood of finding the stratospheric state on branch V and, consequently, prevents the development of MjW events for a few winters after the eruptions (see Fig. 12). Winters 1964/65 after Agung, 1983/84 after El Chicon, and 1992/93, 1993/94 after Pinatubo are examples of this phenomenon. Internal variability on interannual timescales is probably responsible for the 1974–76 and 1995–97 stretches without major stratospheric sudden warmings. To test the relationship between major volcanic eruptions and the absence of regime MjW events, the following bootstrap test was used. From the full record of 40 winters, 1000 sets of three nonoverlapping 2-yr periods were randomly selected. From this set, only on five occasions were all three 2-yr periods free of regime MjW events. This strongly suggests that the relationship between major volcanic eruptions and the depopulation of regime MjW is not an artifact of chance. In the end, it still remains to be shown (Pawson et al. 2000) whether the decreasing trend displayed in Fig. 16 is due to forcing by volcanic aerosols, global warming, polar ozone depletion, the 11-yr solar cycle, internal variability, or a combination of these causes.

Three stratospheric regimes, similar to those we have identified, were also noted in the study by Pierce and Fairlie (1993). Their regimes 2 and 1b strongly resemble our regimes M and C2, while their regime 1a is similar to our regime MjW in that it corresponds to a strong reduction in the midstratospheric westerlies, although it contains a stronger zonal wavenumber 2 component than our regime MjW. A basic difference between the study of Pierce and Fairlie and the present one is that here we identify regimes C2 and M as being part of a single vacillatory branch, while Pierce and Fairlie group C2 and MjW together. The NLPCA description of the primary mode of stratospheric variability as fluctuations in the shape and location of the polar vortex is complementary to the description arising from the study of Waugh and Randel (1999), which employed a diagnostic of polar vortex ellipticity. Their study identified two broad classes of stratospheric vortex states, denoted D (“distorted”) and Q (“quiescent”). The two classes were distinguished by differences in vortex ellipticity, eccentricity, major axis alignment, and location of the center relative to the pole. The D (Q) states of Waugh and Randel are highly reminiscent of the MnW (C1 and C2) states of the present study. Presumably, MjW events were not highlighted by the diagnostic used in Waugh and Randel because the polar vortex collapses during major warmings.

The connection between tropospheric blocking and stratospheric sudden warmings, based on synoptic criteria, was noted by Quiroz (1986). A more general study of the covariability of the tropospheric and stratospheric circulations was carried out by Perlwitz and Graf (1995), using canonical correlation analysis (CCA). The leading CCA mode of their analysis indicates a connection between an NAO-like pattern in the troposphere and a zonally symmetric anomaly pattern in the stratosphere, centered over the pole. The second mode correlates a tropospheric PNA-like pattern with a stratospheric dipole pattern with oppositely signed centers of action over northern Canada and northeastern Siberia. Because of their use of a linear diagnostic, this relationship between stratospheric vortex strength and the NAO is symmetric: positive (negative) NAO episodes are associated with an intensification (weakening) of the vortex. In this study, we do not find that the mirror-image patterns of regimes MjW and G are preferred structures of the data.

The existence of multiple regimes of circulation over a broad range of tropospheric forcing values is a generic feature of simple analytic models of stratospheric variability (e.g., Holton and Mass 1976; Yoden 1987,1990; Christiansen 2000). What is unclear from these models is the mechanism responsible for transitions between different basins of attraction. One possibility is that changes in tropospheric forcing move the system beyond bifurcation points at which one of the regimes ceases to exist, potentially inducing a transition. An-
Fig. 12. Plot of $\lambda_{\omega}(t_n)$ for each full winter in the observational record (thick curve). The shaded regions denote the $\lambda_{\omega}$ ranges on branches V and MJW, and the thin lines denote the positions of the peaks $C_1$, $M$, and $MJW$. 
5. Summary and conclusions

In this study we have extended the analysis of the wintertime NH 500-hPa height field presented in MPF to the entire tropospheric column and to the 20-hPa height field in the stratosphere. A combined analysis of four tropospheric geopotential height fields demonstrates that the three regimes identified in MPF at 500 hPa are coherent throughout the troposphere, displaying a strong equivalent barotropic structure. The occupation statistics of these three regimes are influenced by ENSO variability, such that El Niño and La Niña events bias the distribution toward those regimes whose anomalies over the Pacific–North American sector resemble the positive and negative phases of the PNA pattern, respectively. Furthermore, the occupation frequency of one regime demonstrates a notable downward trend over the period of the observations.

The 1D NLPCA approximation of the extratropical NH 20-hPa height field indicates that the stratosphere is characterized by two dominant circulation branches, the first of which consists of two regimes, the second of which consists of one. These regimes resemble those previously identified by Pierce and Fairlie (1993) using a zonal wave index. The more populous branch describes a vacillation in stratospheric polar temperatures and vortex structure; the other, which is occupied episodically, corresponds to stratospheric sudden warming events. The stratospheric and tropospheric regimes were shown to be related, such that the occupation of a given tropospheric regime makes more or less likely the occupation of the various stratospheric regimes and vice versa.

There are striking similarities and differences between the NLPCA approximations to monthly averaged NH sea level pressure and 500-hPa geopotential height fields from the CCCma GCM (MFF; Monahan 2000b), and those of the 10-day low-pass filtered observations. In both cases, multiple equivalent-barotropic regimes of circulation were identified in the troposphere. However, the observational data are characterized by three quasistationary regimes while the GCM output is characterized by one quasistationary and one vacillatory regime. The quasistationary regime identified in the GCM corresponds very closely to quasistationary regime G in the present model. Three possible reasons for the differences in regime structure are model error, sampling fluctuations, or effects due to the use of different temporal filters. A recent careful analysis of both model output and observations over a range of temporal filtering parameters (Fyfe et al., unpublished manuscript) strongly supports this third explanation for the differences between the results of MFF, and those of MPF and the present study.

A final comparison between the results of MFF and those of the present study is worth noting. As was mentioned above, the primary effect of anthropogenic forcing on atmospheric variability in the CCCma coupled GCM was the depopulation of the quasistationary regime, which strongly resembles regime G of the present study. In section 3, it was shown that the frequency of

other possibility is that fluctuations in planetary and gravity wave forcing at the tropopause induce hopping between regimes. In fact, both of these possibilities could be at work in regime transitions. Further comparison between the dynamics of simple mechanistic models and the stratospheric regimes found in the observations may help to distinguish between these mechanisms.

5. Summary and conclusions

In this study we have extended the analysis of the wintertime NH 500-hPa height field presented in MPF to the entire tropospheric column and to the 20-hPa height field in the stratosphere. A combined analysis of four tropospheric geopotential height fields demonstrates that the three regimes identified in MPF at 500 hPa are coherent throughout the troposphere, displaying a strong equivalent barotropic structure. The occupation statistics of these three regimes are influenced by ENSO variability, such that El Niño and La Niña events bias the distribution toward those regimes whose anomalies over the Pacific–North American sector resemble the positive and negative phases of the PNA pattern, respectively. Furthermore, the occupation frequency of one regime demonstrates a notable downward trend over the period of the observations.

The 1D NLPCA approximation of the extratropical NH 20-hPa height field indicates that the stratosphere is characterized by two dominant circulation branches, the first of which consists of two regimes, the second of which consists of one. These regimes resemble those previously identified by Pierce and Fairlie (1993) using a zonal wave index. The more populous branch describes a vacillation in stratospheric polar temperatures and vortex structure; the other, which is occupied episodically, corresponds to stratospheric sudden warming events. The stratospheric and tropospheric regimes were shown to be related, such that the occupation of a given tropospheric regime makes more or less likely the occupation of the various stratospheric regimes and vice versa.

There are striking similarities and differences between the NLPCA approximations to monthly averaged NH sea level pressure and 500-hPa geopotential height fields from the CCCma GCM (MFF; Monahan 2000b), and those of the 10-day low-pass filtered observations. In both cases, multiple equivalent-barotropic regimes of circulation were identified in the troposphere. However, the observational data are characterized by three quasistationary regimes while the GCM output is characterized by one quasistationary and one vacillatory regime. The quasistationary regime identified in the GCM corresponds very closely to quasistationary regime G in the present model. Three possible reasons for the differences in regime structure are model error, sampling fluctuations, or effects due to the use of different temporal filters. A recent careful analysis of both model output and observations over a range of temporal filtering parameters (Fyfe et al., unpublished manuscript) strongly supports this third explanation for the differences between the results of MFF, and those of MPF and the present study.

A final comparison between the results of MFF and those of the present study is worth noting. As was mentioned above, the primary effect of anthropogenic forcing on atmospheric variability in the CCCma coupled GCM was the depopulation of the quasistationary regime, which strongly resembles regime G of the present study. In section 3, it was shown that the frequency of
occupation of regime G has been decreasing over the 40 years of the observational record. The correspondence between the observed regime trends and those predicted to result from anthropogenic forcing is intriguing. On the one hand, it seems to indicate that greenhouse gases forcing in the troposphere could explain the decreasing trend of G events. On the other hand, this trend could have its origin in the stratosphere. In section 4, we noted the strong connection between the MjW and G regimes. We also described how known forcing agents could be responsible for the decreasing occurrence of MjW events, which would then imply a similar trend in the frequency of occurrence of regime G. Of course, all these trends could simply be a result of internal low-frequency variability in the climate system.

The idea that extratropical NH LFV is dominated by the approximately zonally symmetric Arctic Oscillation, or annular mode, which is coherent from the surface to the upper stratosphere, has attracted considerable attention in recent years (e.g., Thompson and Wallace 1998, 2000; Baldwin and Dunkerton 1999; Shindell et al. 1999; Fyfe et al. 1999; Thompson et al. 2000; Wallace, 2000; Ambaum et al. 2001). This mode of variability is obtained as the 1D PCA approximation to the geopotential height field at one or more pressure levels. The connection between individual PCA modes and physical modes of variability is, however, unclear. It was demonstrated by North (1984) that individual PCA modes correspond to dynamical modes only for linear systems, whose associated dynamical operator commutes with its adjoint, driven by spatially incoherent noise. These are strong constraints, especially given that the basic equations of motion of fluid dynamics are strongly nonlinear. Deduction of dynamics from statistics is a delicate matter. Nevertheless, statistical analyses can help determine the class of dynamical systems that is consistent with a given dataset. In particular, a multimodal dataset is not consistent with linear dynamics. It is clear from Figs. 2 and 10 that the leading PCA approximation, the AO, runs between the regimes in such a way as to minimize the squared error. In this sense, the AO is the optimal linear approximation to the actual underlying nonlinear distribution. This suggests that the AO is not a dynamical mode of variability. We do not suggest that the 1D NLPCA approximation is itself a dynamical mode independent of other degrees of freedom; it is simply a more faithful low-dimensional representation of the nonlinear structure of the data than is the PCA approximation.

Another difference between the results of this study and the annular mode paradigm is the distinction between tropospheric and stratospheric modes of variability. The annular mode paradigm proposes that the dominant structures of variability in the troposphere and the stratosphere are essentially the same: the AO. In this analysis, distinctly different low-dimensional structures of variability emerge in the troposphere and the stratosphere. These structures are not unrelated, as the joint PDF of the time series \( \lambda_{\text{CPCA}}(t_n) \) and \( \lambda_{\text{20}}(t_n) \) (Fig. 15) demonstrates, but they are different.

The statistical analysis presented in this study indicates that the nonlinearities in the equations of atmospheric motion manifest themselves in the existence of a number of preferred quasistationary circulation regimes. This inherently nonlinear structure in the distri-
bution of low-frequency variability has bearing on the use of linear stochastic models to describe the second moments of extratropical LFV (e.g., Newman et al. 1997). The results also suggest that nonlinearities in the dynamics do not act as simply as turbulent fluctuations and enhanced damping. Therefore, simple theories of the extratropical LFV will have to account for the existence of these preferred regimes of circulation.
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