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Text classification

Model problem: Classifying restaurant reviews as positive or negative
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Very reasonable priced single origin Bolivian. | had the pour over, which had distinct tasting notes of

/ almond and plum. The staff were polite and friendly.
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Nitro cold brew?? Oh yes. What an amazing glass of coffee. Watching it being poured was like

watching the pouring of a fine pint of Guinness . It was smooth with a hint of effervescence. Truly
memorable.

How to represent data?



Bag of Words Representation
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Positive examples
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Q080808 s/102019

Very reasonable priced single origin Bolivian. | had the pour over, which had distinct tasting notes of
almond and plum. The staff were polite and friendly.
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Nitro cold brew?? Oh yes. What an amazing glass of coffee. Watching it being poured was like
watching the pouring of a fine pint of Guinness . It was smooth with a hint of effervescence. Truly
memorable.
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Barista champion shop! Amazinggggg ristretto and cappuccino for you with refined coffee palettes.
What a find. Fantastic location. We rode our bikes around town and did our own coffee tour. What a
treat.

Positive Words
reasonable
distinct
polite
friendly
amazing
fine
effervescence
memorable
amazinggggag
fantastic
treat



Negative examples

Vancouver, BC
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So | was craving some java and sweet treats. Came here on an afternoon because it seems horrid
recommended on yelp..

rude
Ambience and decor is nice. Seating is limited and staff was friendly. | ordered a chai latte with an bitter
espresso on the side and a power cookie.

nasty
The power cookie was great. The rest horrid. bland

One of the best ways to judge a coffee place is by just having an espresso. It was rude. Like sipping
bitter vinegar. Absolutely nasty..

The chai was slightly better but compared to the Whole foods Chai's it did not measure up. Bland,
too much milk, and while presented nice it was all show.

Would have to see if there is anything else worth it otherwise not a good first impression



Predicting the most likely class

Suppose we model probability of label Y given input feature vector X

P(Y=y|X=x,0)

Natural rule: Predict most likely label according to our model

y=argmaxP(Y =y | X =x,0)
yeYy

How to model P(Y | X) ? We use Bayes rule:

PX=x|Y =y 0)P(Y =y]|0)
P(X =x|0)
PX=x|Y=y,0)P(Y =y|0)
D ey PX=x[Y =y ,0)P(Y =y |0)

P(Y=y|X=x0)=




(Generative model

A generative model is based on modeling the full joint distribution P( X, Y')

PIX=x|Y =y, 0)P(Y =y|0)

P(Y=y|X=x,0)=
(Y =y|X=x6) > ey PX=x|Y =y, 0)P(Y =y | )

Two steps:
Model the prior probability of any example having class y

Model the probability distribution of examples from class y



The power of generative models

With a model of P(X | Y), we can generate new examples

Brock et al. (DeepMind)



A closer look at P(X | Y)

Suppose we have d input features, each taking J possible values.

So, forany y, P(X | Y =y, 0) is a categorical distribution over
outcomes (one outcome per feature vector!)

0 is a probability vector - how many parameters”?

Recall the restaurant review classification problem...
Bag of words encoding:
d = 1000 (reasonable vocabulary size)

J = 2 (boolean features)



A closer look at P(X | Y)

Suppose we have d input features, each taking J possible values.

So, forany y, P(X | Y =y, 0) is a categorical distribution over J¢
outcomes (one outcome per feature vector!)

0 is a probability vector - how many parameters? J9 — 1 for each label y
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Recall the restaurant review classification problem...

Bag of words encoding:
d = 1000 (reasonable vocabulary size)

J = 2 (boolean features)



Nalve Bayes assumption

Naive Bayes assumption: features are independent given the label



Naive Bayes assumption

Naive Bayes assumption: features are independent given the label



Nalve Bayes assumption

Naive Bayes assumption: features are independent given the label

How many parameters are needed to model P(X;1 =x1 | Y =y) 7

How many parameters are needed in total?



Nalve Bayes assumption

Naive Bayes assumption: features are independent given the label

How many parameters are needed tomodel P(Xy1 =x1 | Y =y) ? J—1

How many parameters are needed in total?



Nalve Bayes assumption

Naive Bayes assumption: features are independent given the label

How many parameters are needed tomodel P(Xy1 =x1 | Y =y) ? J—1

How many parameters are needed in total? (J — 1)dK

\

number of labels



Nalve Bayes classifier

Naive Bayes classifier predicts

y = arg max P(Y =k | (X1,..., Xq4) = (x1, ..., Xd), 6)
ke{1,2,...K}

P(Y =k | O], P(Xi=x | Y =k, 0)
arg max : = :
ke{l,2,...K} ZJ 1 ( :_j‘e)Hl-Zl P(X,':X," Y:_j,e)

What is the form of the log likelihood?
We have Data D = ((X1, Y1), ..., (Xn, Yn))

The log likelihood is

ZlOgP(Xll—Xll ----- de:X/d ylle)
=1

d
= [logP(Yi=yi|0)+» logP(Xi;=xi;| Yi=y:0)

Jj=1



How to estimate parameter?

ldea 1: Use MLE
Recall; Restaurant review classification < for “fantastic”

P(XfantaStiC =1 ’ Y =+1, epos,f) — (epos,f)npos’f (]- — epos,f)npos'f_

Maximize WRT 0,06 ¢ Just like MLE with Bernoulli distribution

= npos,f - npos,f
pos,f — —
nPOS nPOS,f -+ npOS,IF

(@)

... But what if that review with amazinggggg only occurs in test set”
Then from MLE, P(Xamazingggee = 1|Y = +1,0p0s.a) = 0

aﬂd a|SO |IkeWISG P(Xamazinggggg — ]-‘ Y — _1, eneg,a) — O .

So, P(Y =11 X, Ome)=P(Y =01 X, Oue) =0

ldea 2. Use add-one smoothing to fit individual model parameters



Discriminative models

Is Naive Bayes classifier good enough?
Naive Bayes assumption greatly reduces number of parameters

High bias (when Naive Bayes assumption is violated)

(But also an upside: low variance; more on this later...)

What if we try to estimate P(Y | X) directly, using a linear model?

Discriminative model
Directly focus on discriminating label Y given input X

Solve the simplest task that we wish to solve (can have lower
bias as we don’t even try to estimate P(X | Y)



Logistic regression
Consider binary classification with labels y € {0, 1}
and feature vectors x € R?
Parameters: weights vector w € R? and bias term b € R

Logistic regression predictor takes form:

fu b(X) = O'(<W,X> — b) —




Conditional probabilities

P(Y =1|X =x,w) = o({w, x)) = 1 exp((w, x))

T It+exp(—(w,x)) 1+ exp((w,x))

1
1 + exp({w, x))

P(Y=0|X=x,w)=1-—0((w, x)) =

Unified form: P(Y =y | X =x,w) = U(<W1X>)y(1 — G(<W'X>))1_y,

anabd | i > 0 ()-0) "
MLE Tor |
Rernall dlri bt O epends on x



Logistic regression - Intuition

POY = 1| X = x,w) = o(w, x)) = 1 exp({w, X))

T It+exp(—(w.x)) 1+ exp((w,x))

1

PLY =0[X=xw)=1-0(w,x)) = - + exp({w, x))

Where does the logistic regression functional form come from?



How to fit model? Use maximum conditional likelihood estimation
Recall P(Y =y |X=x,w)= 0'(<W’X>)y(1 B G(<W’X>))1—y
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Extension to multi-class classification

What if we have K classes?
For each class label j, maintain a separate parameter vector w; € R
Parameter can be viewed as a matrix W = (wg ws -+ wg) € RYXK

Now, the conditional probability of class j given X = x is modeled as

P(Y — | X:X,W: eXp(<VVj,X)
| : ) > eq exp({we, x))




Extension to multi-class classification

What if we have K classes?
For each class label j, maintain a separate parameter vector w; € R
Parameter can be viewed as a matrix W = (wg ws -+ wg) € RYXK

Now, the conditional probability of class j given X = x is modeled as

P(Y=j|X=xW)= Kexp(<wj,x)

/ D 1 &Xp({we, x))

exp(z))

Zf:l exp(zc)

Softmax: given z1, 2o, . . ., Zk , transform z; as z; +—




Figure 8.1 Plots of sigm(wiz1 + wex2). Here w = (wi,w2) defines the normal to the decision
boundary. Points to the right of this have sigm(w”’x) > 0.5, and points to the left have sigm(w’ x) <
0.5. Based on Figure 39.3 of (MacKay 2003). Figure generated by sigmoidplot2D.

(Murphy, 2012) “Machine Learning: A Probabilistic Perspective”
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Figure 1: Results of 15 experiments on datasets from the UCI Machine Learning
repository. Plots are of generalization error vs. m (averaged over 1000 random
train/test splits). Dashed line is logistic regression; solid line is naive Bayes.

(Ng and Jordan, 2001)
“On Discriminative vs. Generative classifiers:
A comparison of logistic regression and
naive Bayes”



