
Machine Learning Theory (CSC 431/531) - Lectures 19 and 20

Nishant Mehta

1 Online Convex Optimization and Online Gradient Descent
One of the most fundamental settings in online learning is Online Convex Optimization (OCO).
Let us see how this game is defined. Let the action space be a closed convex set V ⊆ Rd. The game
protocol is given below.

Algorithm 1: Online Convex Optimization
for t = 1→ T do

Learner plays wt ∈ V ⊆ Rd

Nature plays convex loss function ℓt : V → R
Learner suffers loss ℓt(wt)

end

Although the losses ℓt need not be differentiable, we can introduce the main ideas even in the
differentiable case. Therefore, for simplicity, we begin with the assumption that the losses are
differentiable. We consider the more general case of potentially non-differentiable losses later in
this lecture; this case is important as even the absolute loss is not differentiable.

The first algorithm we will study for OCO is called (Projected) Online Gradient Descent (OGD).
If you have seen stochastic gradient descent before, the algorithm should look very familiar. Before
presenting the algorithm, we first introduce the notion of Euclidean projection.

For a nonempty, closed convex subset A ⊆ Rd, the Euclidean projection of y onto A is

ΠA(y) = arg min
x∈A

∥x− y∥2.

Note that A is closed to ensure the minimizer belongs to A, nonempty for obvious reasons, and
convex because this ensures that the minimizer is unique (owing to the strong convexity of the
equivalent objective w 7→ ∥y − w∥22).

Algorithm 2: (Projected) Online Gradient Descent
Select any w1 ∈ V
for t = 1→ T do

Play wt

Observe loss function ℓt and suffer loss ℓt(wt)
wt+1 ← ΠV

(
wt − ηgt

)
for gt = ∇ℓt(wt)

end

Before analyzing OGD, we need a couple of tools from convex analysis. A fundamental property
of convex functions is that they can be lower bounded by their first-order Taylor approximation.
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Theorem 1. Let V ⊆ Rd be convex. Let f : V → R be convex and x ∈ V . If f is differentiable at
x, then

f(y) ≥ f(x) + ⟨∇f(x), y − x⟩ for all y ∈ V.

It turns out that a variation of the above result can still be established even if f is not differ-
entiable at x; we will see this extension later in this lecture.

The second tool that we need is that projections can only reduce Euclidean distance.1

Proposition 1. Let V ⊆ Rd be closed and convex. For any w ∈ Rd and u ∈ V ,

∥ΠV (w)− u∥2 ≤ ∥w − u∥2.

<latexit sha1_base64="w2qI+2BgCGQhe6ACtqFvp4SPvQE=">AAAElXicfVNbTxQxGC2wKq430AcffJm4IQGCmx1ClBcTEhjUgIIbF0h2xk2n+81us53O2HYEUvsnfNU/5r+xc0HZWbRJk9NzznfplzZMGZWq0/k1N7/QuHX7zuLd5r37Dx4+Wlp+fCKTTBDokYQl4izEEhjl0FNUMThLBeA4ZHAaTnZz/fQrCEkT/kldphDEeMRpRAlWljrzj+ngZPV8bbDU6rQ7xXJmgVuBFqrW8WB54dwfJiSLgSvCsJR9t5OqQGOhKGFgmn4mIcVkgkfQt5DjGGSgi4aNs2KZoRMlwm6unIK9HqFxLOVlHFpnjNVY1rWcvEnrZyraDjTlaaaAk7JQlDFHJU5+e2dIBRDFLi3ARFDbq0PGWGCi7IyaK9dTeb1Dr/um63kHG5AxECMBMAm0xLwsb91XuNn098BOQcB7ezpKQWCViHXtYzGK8YWxUxn5Gzn6n5HyK6NFNxq1L1VCxgy+GO0rQTEfMWAQKUv8K3NKU5DW/s3YLjmckySOMR9qH0Rs6TFWOjIDmw4ulCQ6Z42ZdrJE5hmAsZpwIQup7walaaBbrnFeONUh+rxeT1VGYGX6m9djVluba9NxOTMTK6iclNU8p+9UyYqaQc3r2X6Tagj509N+8VYi7c3cbt+UIsFM79fFd7uVKmJtcU09OPyrWlxTi27/6N38VHcAZrKyhKHu1nWOVSamLB+MsV/VrX/MWXCy2XZftrc+brV2tqtPu4ieoedoFbnoFdpBb9Ex6iGCGPqOfqCfjaeN1429xn5pnZ+rYp6gqdU4+g1825YJ</latexit>

⇧V (w)

<latexit sha1_base64="I3HLhPHNpzOsF+YMXuqEPxGuNS8=">AAAEjnicfVNbTxQxGC2wKq430EdfJm5IkCDZIQR5MZLgIAZU2LhAsjNuOt1vdpvtdMa2I5DaX+Cr/jj/jZ0LujuLNmlyes75Lv3ShimjUrXbv+bmFxq3bt9ZvNu8d//Bw0dLy49PZZIJAl2SsESch1gCoxy6iioG56kAHIcMzsLxXq6ffQUhacI/qasUghgPOY0owcpSJxf9pVZ7o10sZxa4FWihah33lxcu/EFCshi4IgxL2XPbqQo0FooSBqbpZxJSTMZ4CD0LOY5BBrro1Dgrlhk4USLs5sop2MkIjWMpr+LQOmOsRrKu5eRNWi9T0U6gKU8zBZyUhaKMOSpx8ms7AyqAKHZlASaC2l4dMsICE2WH01yZTOV1j7zO247nHa5DxkAMBcA40BLzsrx1X+Nm038DdgoC3tvTxxQEVolY0z4WwxhfGjuVob+eo/8ZKb82WnSjUftSJWTE4IvRvhIU8yEDBpGyxL8ypzQFae3fjO2SwwVJ4hjzgfZBxJYeYaUj07fp4FJJonPWmGknS2SeARirCZeykHpuUJr6uuUa54VTHaLPa/VUZQRWprc5GbPa2nw+HZczM7GCynFZzXN6TpWsqBnUvJ7tN6mGkD897RdvJdLezO32TSkSzPR+XXy3V6ki1hbX1MOjv6rFNbXo9o/eyU91B2AmK0sY6k5d51hlYsrywRj7Vd36x5wFp5sb7vbG1slWa3en+rSL6Cl6hlaRi16iXXSAjlEXEQToO/qBfjaWGtuNV43XpXV+rop5gqZW4+A3mTGTqA==</latexit>w
<latexit sha1_base64="oJYla24IqUqc1FphHSVgi3bEBoY=">AAAEjnicfVNbTxQxGC2wKq430EdfJm5IkCDZIQR5MZLgIAZU2LhAsjNuOt1vdpvtdMa2I5DaX+Cr/jj/jZ0LujuLNmlyes75Lv3ShimjUrXbv+bmFxq3bt9ZvNu8d//Bw0dLy49PZZIJAl2SsESch1gCoxy6iioG56kAHIcMzsLxXq6ffQUhacI/qasUghgPOY0owcpSJ1l/qdXeaBfLmQVuBVqoWsf95YULf5CQLAauCMNS9tx2qgKNhaKEgWn6mYQUkzEeQs9CjmOQgS46Nc6KZQZOlAi7uXIKdjJC41jKqzi0zhirkaxrOXmT1stUtBNoytNMASdloShjjkqc/NrOgAogil1ZgImgtleHjLDARNnhNFcmU3ndI6/ztuN5h+uQMRBDATAOtMS8LG/d17jZ9N+AnYKA9/b0MQWBVSLWtI/FMMaXxk5l6K/n6H9Gyq+NFt1o1L5UCRkx+GK0rwTFfMiAQaQs8a/MKU1BWvs3Y7vkcEGSOMZ8oH0QsaVHWOnI9G06uFSS6Jw1ZtrJEplnAMZqwqUspJ4blKa+brnGeeFUh+jzWj1VGYGV6W1Oxqy2Np9Px+XMTKygclxW85yeUyUragY1r2f7Taoh5E9P+8VbibQ3c7t9U4oEM71fF9/tVaqItcU19fDor2pxTS26/aN38lPdAZjJyhKGulPXOVaZmLJ8MMZ+Vbf+MWfB6eaGu72xdbLV2t2pPu0ieoqeoVXkopdoFx2gY9RFBAH6jn6gn42lxnbjVeN1aZ2fq2KeoKnVOPgNkN2Tpg==</latexit>u

<latexit sha1_base64="bCCV/2JDycq3/fnahleXW0zqWfo=">AAAEjnicfVNbTxQxGC2wKq430EdfJm5IkCDZIQR5MZLgIAZU2LhAsjNuOt1vdpvtdMa2I5DaX+Cr/jj/jZ0LujuLNmlyes75Lv3ShimjUrXbv+bmFxq3bt9ZvNu8d//Bw0dLy49PZZIJAl2SsESch1gCoxy6iioG56kAHIcMzsLxXq6ffQUhacI/qasUghgPOY0owcpSJ6f9pVZ7o10sZxa4FWihah33lxcu/EFCshi4IgxL2XPbqQo0FooSBqbpZxJSTMZ4CD0LOY5BBrro1Dgrlhk4USLs5sop2MkIjWMpr+LQOmOsRrKu5eRNWi9T0U6gKU8zBZyUhaKMOSpx8ms7AyqAKHZlASaC2l4dMsICE2WH01yZTOV1j7zO247nHa5DxkAMBcA40BLzsrx1X+Nm038DdgoC3tvTxxQEVolY0z4WwxhfGjuVob+eo/8ZKb82WnSjUftSJWTE4IvRvhIU8yEDBpGyxL8ypzQFae3fjO2SwwVJ4hjzgfZBxJYeYaUj07fp4FJJonPWmGknS2SeARirCZeykHpuUJr6uuUa54VTHaLPa/VUZQRWprc5GbPa2nw+HZczM7GCynFZzXN6TpWsqBnUvJ7tN6mGkD897RdvJdLezO32TSkSzPR+XXy3V6ki1hbX1MOjv6rFNbXo9o/eyU91B2AmK0sY6k5d51hlYsrywRj7Vd36x5wFp5sb7vbG1slWa3en+rSL6Cl6hlaRi16iXXSAjlEXEQToO/qBfjaWGtuNV43XpXV+rop5gqZW4+A3D8eThw==</latexit>

V

Figure 1: Euclidean projection of w onto a convex set V can only reduce distance to u.

We now have the tools we need to prove a regret bound for OGD.

Theorem 2. Let V ⊂ Rd be a closed convex set with diameter maxx,y∈V ∥x − y∥2 ≤ D. Let
ℓ1, ℓ2, . . . , ℓT be a sequence of convex loss functions ℓt : V → R that are differentiable on V . For
any w1 ∈ V and learning rate η > 0, for any comparator u ∈ V , we have

T∑
t=1

(
ℓt(wt)− ℓt(u)

)
≤ D2

2η
+ η

2

T∑
t=1
∥gt∥22.

Moreover, letting G := maxt∈[T ] ∥gt∥2 ≤ G and setting η = D
G

√
T

, the bound becomes DG
√

T .

Proof. The second statement in the theorem is immediate from the suggested setting of η.
We now prove the first statement. The proof is in four steps. The first step is just like our

analysis of the Exponentially Weighted Average Forecaster for convex losses.

First step: Linearization

Recall that gt = ∇ℓt(wt). Theorem 1 implies that

ℓt(wt)− ℓt(u) ≤ ⟨gt, wt − u⟩. (1)
1For a proof, see the proof of Proposition 1 of http://web.uvic.ca/~nmehta/online_learning_spring2023/

lecture3.pdf.
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Second step: Using recurrence via warm-up analysis

It will be useful to define the intermediate iterate w̃t+1 = wt− ηgt, which is just wt+1 if we did not
project back onto the feasible set V . Now, note that we may rewrite the 2η-weighted linearized
regret as

2η⟨gt, wt − u⟩ = ∥wt − u∥22 − ∥wt − u− ηgt∥22 + η2∥gt∥22
= ∥wt − u∥22 − ∥w̃t+1 − u∥22 + η2∥gt∥22,

so that

⟨gt, wt − u⟩ = 1
2η
∥wt − u∥22 −

1
2η
∥w̃t+1 − u∥22 + η

2∥gt∥22. (2)

Third step: Relating w̃t+1 to actual iterate wt+1

It would be nice if the expression (2) had wt+1 in place of w̃t+1 as we could then sum this expression
over t to get a telescoping series. We can make this swap with the help of Proposition 1 since
wt+1 = Π(w̃t+1) and hence ∥wt+1 − u∥22 ≤ ∥w̃t+1 − u∥22, which gives

⟨gt, wt − u⟩ ≤ 1
2η
∥wt − u∥22 −

1
2η
∥wt+1 − u∥22 + η

2∥gt∥22.

Fourth step: Summing over t and telescoping

Combining this inequality with (1) and summing over t gives that twice the regret is bounded as

2
T∑

t=1

(
ℓt(wt)− ℓt(u)

)
≤

T∑
t=1

(1
η
∥wt − u∥22 −

1
η
∥wt+1 − u∥22 + η∥gt∥22

)

= 1
η
∥w1 − u∥22 −

1
η
∥wT +1 − u∥22 + η

T∑
t=1
∥gt∥22

≤ 1
η
∥w1 − u∥22 + η

T∑
t=1
∥gt∥22

≤ D2

η
+ η

T∑
t=1
∥gt∥22.

This proves the first statement of the theorem.

2 Online Subgradient Descent
Projected Online Gradient Descent relies upon the ability to receive a gradient gt = ∇ℓt(wt) in
each round. However, there are many popular loss functions that fail to be differentiable at some
points in V . For example:

• Taking V = R and yt ∈ R, the absolute loss ℓt(wt) = |wt− yt| is not differentiable at wt = yt;
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• Taking V = Rd, xt ∈ Rd, and yt ∈ {−1, +1}, the hinge loss ℓt(w) = max {0, 1− yt⟨w, xt⟩} is
not differentiable whenever yt⟨w, xt⟩ = 1.

It turns out that for both these loss functions as well as many others, we can still use OGD after
making a small but important change. Recall that the whole reason we required differentiability of
the losses was so that we could upper bound the regret by its linear approximation via Theorem 1
(see the first step of the proof of Theorem 2).

It would be very nice if, even at a point x ∈ V where a function is not differentiable, we had
available some g ∈ Rd that is like a gradient in the sense that

f(y) ≥ f(x) + ⟨g, y − x⟩ for all y ∈ V.

There indeed is such a concept.

Definition 1 (Subgradient). Let V ⊆ Rd be convex. Let f : V → R be convex. A vector g ∈ Rd

is a subgradient of f at x ∈ V if

f(y) ≥ f(x) + ⟨g, y − x⟩ for all y ∈ V. (3)

In general, there can be a set of subgradients of f at x, and this set is called the subdifferential
of f at x, denoted as ∂f(x). When f is differentiable at x, then there is only one subgradient of
f at x, and this subgradient is the gradient ∇f(x). Conversely, if there is only one subgradient
of f at x, then (i) this subgradient must be ∇f(x) and (ii) f is differentiable at x. Because we
assume that f is real-valued, it turns out that ∂f(x) is always non-empty, which means that f is
subdifferentiable at x.

Let us see an example.

Example 1 (Subdifferential of absolute loss). Setting y = 0, the absolute loss is ℓ(w) = |w|.
Clearly, ℓ is differentiable whenever w ̸= 0. When w < 0, we have ∂ℓ(w) = {−1}, and when w > 0,
we have ∂ℓ(w) = {+1}. Let us investigate what happens when w = 0. The condition (3) becomes

ℓ(w) ≥ ℓ(0) + g · (w − 0) for all w ∈ R,

or

|w| ≥ g · w for all w ∈ R,

which is satisfied if and only if g ∈ [−1, 1]. Therefore, ∂ℓ(0) = [−1, 1]. To recap, we have

∂ℓ(w) =


−1 if w < 0;
[−1, 1] if w = 0;
1 if w > 0.

How should we modify OGD when we are only guaranteed to have subgradients rather than
gradients? Well, we just use any subgradient in each round. This modification of OGD (which is
often still called OGD) is (Projected) Online Subgradient Descent.
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Algorithm 3: (Projected) Online Subgradient Descent
Select any w1 ∈ V
for t = 1→ T do

Play wt

Observe loss function ℓt and suffer loss ℓt(wt)
wt+1 ← ΠV

(
wt − ηgt

)
for any gt ∈ ∂ℓt(wt)

end

Notice that the only step of the proof of Theorem 2 that needs to be modified is the first one,
and as already mentioned above, the step still goes through if we use a subgradient gt ∈ ∂ℓt(wt) in
round t. The following regret bound for Online Subgradient Descent is immediate.

Theorem 3. Let V ⊂ Rd be a closed convex set with diameter maxx,y∈V ∥x − y∥2 ≤ D. Let
ℓ1, ℓ2, . . . , ℓT be a sequence of convex loss functions ℓt : V → R that are subdifferentiable on V . Let
(gt)t≥1 be any sequence of subgradients gt ∈ ∂ℓt(wt). For any w1 ∈ V and any learning rate η > 0,
for any comparator u ∈ V , we have

T∑
t=1

(
ℓt(wt)− ℓt(u)

)
≤ D2

2η
+ η

2

T∑
t=1
∥gt∥22.
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