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Abstract

Quantity surcharges occur when retailers carry a product in two sizes and offer a promotion on the small size: the large size then costs more per unit than the small one. When quantity surcharges occur, sales of the large size decline only slightly even though the same quantity can be purchased for less. We document this behavior in two datasets and four different product categories. It is consistent with the notion of passive shoppers found in the industrial organization literature and the notion of rational inattention in macroeconomics. We discuss implications for consumer decision making, demand estimation, and firm pricing.
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1 Introduction

A quantity surcharge is the opposite of a quantity discount; it occurs when the same physical product is sold in two packs of different sizes and the large size has a higher price per unit than the small one. Quantity discounts find strong theoretical justification in models of nonlinear pricing and are indeed ubiquitous in everyday life and in most datasets, including the two we analyze in this paper. Crucially however, in our data we also observe many instances of quantity surcharges. This typically occurs when a supermarket promotes a small size while leaving the price of the large size unchanged. In such an instance, the unit price of the small size drops well below the unit price of the large size.

Quantity surcharges (QS) give rise to a substitution opportunity. Since the small size has the lowest unit price, all buyers of the large size should switch to the small size, provided they can approximate the desired quantity by purchasing multiple small packs. If consumers do not buy dominated options, we would expect the sales of the large size during a QS to be zero. Stated differently, sales should decrease by 100% relative to what they would have been in the absence of a QS. Instead, in our primary dataset of Dutch laundry detergents we find a decrease of only 27% in the median case relative to the sales the week preceding the surcharge. The figure is similar if we use the median sales during non-promotion periods as a comparison benchmark. We obtain comparable sales declines in a second dataset covering detergent, razor blades, shampoo and diapers in US stores.

We argue that limited substitution away from the large size in the face of a QS is evidence that many consumers purchase a dominated option. This claim rests on two assumptions: (i) at the time of purchase, both ways of purchasing a given amount of detergent (in one large container or in two – or more – smaller containers) are available to the consumer; and (ii) the two options are (almost) perfect substitutes. The first assumption relates to data quality. We go to great lengths to ensure that it holds by focusing on high quality data and by exploiting multiple datasets. The second assumption is more subjective. Consumers may have a strong preference for the large size, perhaps because it is easier to transport, because it fits nicely in their cupboard or because it is environmentally friendlier (requires less packaging material). These are all plausible, but there are also arguments to the contrary. Two small packages may be easier to store than one large one, or they could be used in different locations in the house. Our thesis is that the two options are as close to being perfect substitutes as one could expect two different products to be, because they deliver the same quantity of the same physical product. The fact that a large majority of consumers do not purchase the cheaper option suggests a lack of price awareness. Borrowing terminology from the industrial organization and macroeconomics
literatures, we call these purchases passive or inattentive.

We also investigate whether the incidence of passive purchases is greater for premium brands than for value brands. The answer is positive. A QS for a value brand is associated with a 41% decline in the sales of the large size relative to the median regular sales. By contrast, a QS for a premium brand decreases the sales of the large size by only 16%. Passive purchases are less common among buyers of value brands, who are likely to be relatively price sensitive. Below we argue that this is a key assumption of the theory literature on retail sales.

How widespread are passive purchases? Can we say that 73% of the purchases of the large pack during non-promotion periods are passive purchases? Answering these questions with non-experimental data requires care. A contribution of this paper is to discuss the inference problems associated with grocery data that often aggregate time periods, consumers within a store, and even stores within a chain. We also develop a simple econometric framework based on the distinction between regular and promotion buyers to estimate the fraction of regular purchases that are passive. When pooling all products together we obtain an estimate of the fraction of inattentive of 0.601 in our Dutch data. Allowing for different degrees of inattention for premium versus value brands gives estimates of 0.659 and 0.560 respectively but the difference is not statistically significant. With our US data, the mean inattention parameter estimates are 0.658, 1.09, 0.910 and 0.789 for detergent, blades, shampoo and diapers respectively.

Models of store sales in industrial organization have used the concept of passive consumers to explain why retailers can sell the same product at a regular price and also (in different periods) at promotional prices that are substantially lower. It is difficult to come up with robust evidence of passive purchases because one has to rule out the alternative explanation of strong attachment to a brand/product/size. Using the unusual temporary price patterns that happen during QS events, we offer unique evidence of passive consumer behavior. Our evidence also contributes to the macroeconomic literature on information frictions that has argued that passive purchases may in fact be rational and has developed the notion of rational inattention.\(^1\) Simple computations using the time cost of checking a product’s price show that inattentive behavior leading to the choice of dominated options may indeed be rational.

The only empirical works on limited attention that we are aware of are behavioral studies of information opacity.\(^2\) Two papers have considered consumer goods as we do. They show
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\(^2\)See DellaVigna (2009) for a review. Violation of rationality is also found when decision-making involves intertemporal payoffs. DellaVigna and Malmendier (2006) show that some gym users could save by switching from a monthly subscription to pay-per-visit. They rationalize this by questioning rational expectations and intertemporal commitment. They do not consider consumer attention. Lacetera, Pope, and Syndor (2012) find
that consumers respond less to opaque information that is more difficult to process, such as nontransparent taxes (Chetty, Looney, and Kroft, 2009) or shipping costs (Hossain and Morgan, 2006). In our application there is no opaque component to the price that may confuse consumers. On the contrary, manufacturers and retailers go to great lengths to draw consumers’ attention to promotional offers and the fact that consumers still miss them seems striking.\footnote{This literature argues that, among other things, opacity depends negatively on salience. Salience increases during promotions due to advertising and more visible price tags. This should increase substitution, not limit it. Change in salience cannot explain our results.}

This work also contributes to the literature that tries to understand how consumers process price information. There is some indirect evidence in support of passive consumers. Behavioral and marketing research has produced many examples – mainly through survey evidence – where consumers are not fully aware of available products and their prices. Cognitive research on decision-making in grocery purchases has demonstrated that the majority of consumers are not aware of point-of-purchase prices (Monroe and Lee, 1999). These considerations are important in the modeling of consumers decision making in demand models as we argue in the discussion section.

Our work is related to the large empirical literature that has tried to explain the source of the large demand response during promotions (Pesendorfer, 2002; Erdem, Imai, and Keane, 2003; Hosken and Reiffen, 2004; Hendel and Nevo, 2006a,b). The focus of our work is radically different from that literature. We look at whether consumers take advantage of the opportunities offered by QS. We are not aware of any work that has looked at within-product-line (across pack size) substitution responses during QS as we do here. We explain how our evidence on consumer inattention complements the promotion literature in section 6.3.

The rest of the paper is organized as follows. The next section describes the market and the dataset. Section 3 presents the empirical framework and section 4 presents the findings of our econometric analysis with our main dataset and section 5 repeats the analysis using data from a different country, products and retailers. Section 6 outlines a model of consumer behavior that is consistent with our findings and discusses its implications. Section 7 concludes.

## 2 Data and stylized facts

Our analysis will utilize scanner data from grocery stores. Such datasets have been widely used in economic and marketing research in recent years. Two different data sources will be used. Our evidence of bias from heuristic information processing even in markets with large stakes and easily observed information.
primary dataset covers the market for laundry detergents in the Netherlands. The dataset has been provided by The Nielsen Company and covers a period of 120 weeks between September 2002 to December 2004. The Dutch detergent market is dominated by three multinational manufacturers (Henkel, Procter & Gamble, Unilever) but private labels also have a significant presence. Each manufacturer markets several brands and each brand name is carried by several products. We observe every size (pack) of every brand sold in each of the country’s four major chains. For each product and size, we observe the total quantity sold, the sales-weighted average price, and the fraction of stores that carry that size.

Our Dutch dataset has two shortcoming. One is that it only features a single product in a single country. The other is that the data are at the chain level rather than the store level. It would appear that stronger results could be obtained by exploiting one of the richer datasets that are available to researchers. We do use one of those datasets, the well-known IRI dataset covering a large number of product categories and thousands of stores across the United States over several years (Bronnenberg, Kruger, and Mela, 2009). Despite its richness, this dataset has some of its own shortcomings that make the analysis we wish to conduct less straightforward than we would like. The Dutch dataset has several features (that we document in detail below) that make it uniquely appropriate for our purpose. We therefore treat the Dutch data as the primary focus of our analysis and use the US data to provide supporting evidence (see section 5).

2.1 Data issues

Table 1 summarizes the empirical challenges of identifying inattentive purchases using non-experimental data. Some issues are common to the entire literature while others are specific to particular datasets. A shortcoming of the Dutch data is that the information is at the level of the chain, not the individual store. Sales are aggregated over all stores and the price is a weighted average. Chain level data could be problematic to study consumer substitution across packs of the same product offered in the same store (Table 1, point 1-a). To start, stores within a chain may not use the same prices. We eliminate this problem by limiting our analysis to a single chain that we know follows a national pricing policy. Stores have no discretion in setting regular or promotional prices. It is one of the leading chains and it carries the major multinational detergent brands as well as its own private label.

Each product is typically offered in either one or two pack sizes (containing the same physical product), respectively 45% and 54% of the times. Sales are roughly balanced between them; sales of the small size are 61.5% of total sales in the median case when two sizes are offered
Table 1: Challenges in measuring the fraction of inattentive regular buyers of large packs

<table>
<thead>
<tr>
<th>Nature of problem</th>
<th>Discussion/solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Chain level data (store aggregation)</td>
<td></td>
</tr>
<tr>
<td>(a) QS may not apply in some stores if prices are decided locally</td>
<td>We focus on a single chain with a national price and promotion policy</td>
</tr>
<tr>
<td>(b) Large pack may not be available in some stores thus preventing substitution</td>
<td>We focus on stores that carry both packs at least 99 percent of the time</td>
</tr>
<tr>
<td>2-Weekly data (time aggregation)</td>
<td></td>
</tr>
<tr>
<td>(a) Store may stock out of the small product during a QS</td>
<td>No solution. For our supermarket chain, stock out may happen only as forecasting error or inventory accidents</td>
</tr>
<tr>
<td>(b) Promotions may end in the middle of a week thus eliminating substitution during the remaining days</td>
<td>For QS events lasting more than a week, we only consider the first week and drop the next observation</td>
</tr>
<tr>
<td>3-Product packs</td>
<td></td>
</tr>
<tr>
<td>(a) Small and large packs are not exact multiples</td>
<td>We focus on products for which the large pack quantity is double the one of the small pack</td>
</tr>
<tr>
<td>(b) Consumers have a preference for the large pack</td>
<td>No solution. The substitution prediction does not apply for these consumers</td>
</tr>
<tr>
<td>4-Other</td>
<td></td>
</tr>
<tr>
<td>(a) The small pack is not available next to the large pack but only elsewhere in the store</td>
<td>In our supermarket chain, promoted products are available next to non-promoted products</td>
</tr>
<tr>
<td>(b) Other marketing actions take place during QS</td>
<td>See discussion in Section 4</td>
</tr>
</tbody>
</table>

during regular weeks. However, not all stores carry the same set of pack sizes. This could be a problem when we study responses to QS: switching to the small pack is not possible in stores that carry only the large pack (Table 1, point 1-b). To be safe, we will consider only promotion events when substitution is possible in at least 99% of all stores.

Another issue, not related with the use of chain level data, is that the small and large packs may not be perfect substitutes (Table 1, point 3-a). In the introduction we argued that the two options are as close to being perfect substitutes as can be practically feasible. This claim requires that the pack sizes are exact multiples of each other, so that the consumer can get the exact same quantity of product with either choice. To ensure this, we select products for which the large pack is exactly twice the size of the small pack. We initially describe the promotions in our sample period using all products sold by the retailer. We then construct our subsample of QS events that satisfy these additional two conditions (universal availability and exact multiple).
This sample of QS events is designed to rule out obvious reasons against the hypothesis of full substitution. We think our approach is conservative. The fact that in our Dutch dataset most products come in two packs and the large pack is usually exactly twice the size of the small pack is a significant advantage over similar datasets. If we want to test for inattention, we would like to do it in an environment where the price comparison is as simple as possible. Our data and our sample selection process allow us to do that.

A final issue is that a store may stock out of product in the middle of a promotion. Switching to the small pack is not possible if this option is not available (Table 1, point 2-a). Ruling out this possibility would require store level data on availability at a higher frequency level than is typically available. This problem is also relevant for the entire literature that studies consumer responses to promotion and we do not know of any study that has identified this as a serious issue. We are not aware that stockouts are a recurrent problem for this retailer. A small number of store managers we interviewed assured us that they are rare in their stores. This seems reasonable as frequent stockouts would give the store a bad reputation. A related issue is that promotions may end in the middle of a week (Table 1, point 2-b). This does seem to happen frequently in our data. To be safe, we eliminate observations for the second week of a promotion because they may contain promotion and non-promotion days.

2.2 Promotion

Figure 1 illustrates the nature of the data variation we seek to leverage. The top graph plots the temporal evolution of price per unit for each of the two pack sizes of a selected product. Promotions are easy to identify as large and temporary downward deviations from the regular unit price. In each promotion the unit price drops sharply for a week, partially recovers in the following week and returns to its original level the week after that. Thus promotions last for between one and two weeks. In the first week all units are sold at the discounted price while in the second week some units are sold at the discounted price and others at the regular price, leading to a sales-weighted price lying somewhere between the two. The bottom graph plots the volume of sales for each size (in logarithms). The impact of promotions is quite striking, with a large spike in sales for the promoted pack. Sales increase by a factor of 5-10 relative to periods with regular price.

The general pattern of a relatively constant "regular" price punctuated by significant, temporary, and fairly regular price reductions resulting in large demand responses is consistent with

\footnote{All prices in this study are measured per unit of product. Because there is no risk of confusion, we use interchangeably the terms price per unit, unit price, or more simply price.}
Product line sold in two sizes throughout sample period. Prices are weekly averages across all stores. Quantity sold is total weekly sales in all stores.

Figure 1: Prices and quantities sold for packs of a selected product line

previous works in the literature on store promotion. The novel aspect of Figure 1 is that it separately plots the price and quantity for each size of the same product. We are not aware of any work that has disaggregated products by size to study the response to QS. Previous studies have focused on a single size (Pesendorfer, 2002; Hosken and Reifen, 2004), which amounts to plotting a single time series in each panel of Figure 1, or have aggregated products at the brand level (van Heerde, Leeflang, and Wittink, 2004), which amounts to taking averages. The authoritative studies of Erdem, Imai, and Keane (2003) and Hendel and Nevo (2006a) also do not examine within-product substitution during QS as we do here. Instead, these two studies as well as the rest of the literature attempt to explain the large demand responses to promotions as inter-temporal substitution (through inventory or demand acceleration) and intra-temporal substitution (from other brands and retailers).

Table 2: Descriptive statistics on promotions

<table>
<thead>
<tr>
<th></th>
<th>Total proms</th>
<th>Promotions per pack</th>
<th>% time on prom.</th>
<th>% prom. discount</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Median Max.</td>
<td>Mean Median Median</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturer A</td>
<td>152 5.5 4 14</td>
<td>6.9 5.4</td>
<td>26.5 28.9</td>
<td></td>
</tr>
<tr>
<td>Manufacturer B</td>
<td>105 7.4 8 12</td>
<td>7.3 7.0</td>
<td>28.2 30.3</td>
<td></td>
</tr>
<tr>
<td>Manufacturer C</td>
<td>110 5.5 5 11</td>
<td>6.6 7.4</td>
<td>25.7 28.0</td>
<td></td>
</tr>
<tr>
<td>Private label</td>
<td>32 3.7 4 7</td>
<td>5.1 3.9</td>
<td>25.9 27.7</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>399 5.8 5 14</td>
<td>6.7 6.7</td>
<td>26.7 29.1</td>
<td></td>
</tr>
</tbody>
</table>

The 399 promotions occur in a total of 5,927 pack-week observations. % time on promotion is the number of weeks on promotion divided by weeks the pack is available. % prom. discount is the discount relative to the median price in the six-week window.

In order to proceed with our analysis we need to provide an operational definition of what constitutes a promotion. We identify a promotion as a temporary decrease in price of at least 10%. In practice we implement this by looking at a six-week window around any given price. If the price in the current period is at least 10% lower than the modal price during the six-week window, then the current period is labeled as a promotion period. Promotions lasting more than one week are counted as a single event. The use of the six-week window to define promotions means that we cannot identify promotions in the first and last three weeks of the sample, so we are left with 114 weeks of data.

This procedure identifies 399 promotions, the properties of which are summarized in Table 2. In the rest of this paper, we refer to weeks without a promotion as regular weeks/periods for that pack. Products are on promotion on average 6.7% of the weeks. Firm 4 (the private label) is the least frequent promoter. The depth of promotional discounts is in the range 25-30% and is very similar across firms. These price patterns are consistent with those reported elsewhere using detergent in other countries (United States, UK) or other grocery products (Hosken and Reifen, 2004, among others). Out of the 399 promotions we identify, 197 involve single-item product lines. Of the 202 instances when two sizes are available, the large size is promoted 76 times and the small size 126 times. On 26 occasions both sizes are promoted, which leaves us with 50 solo promotions of the large size and 100 solo promotions of the small size.

Many authors use a 5% threshold. We prefer to be more conservative on what constitutes a promotion. In our analysis of the US data later on we use a 5% threshold because discounts are smaller.

---

8
Table 3: Quantity surcharge and promotions

<table>
<thead>
<tr>
<th></th>
<th>Regular periods</th>
<th>Promotion periods</th>
<th>All periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantity discount</td>
<td>1,230</td>
<td>66</td>
<td>1,296</td>
</tr>
<tr>
<td>Quantity surcharge</td>
<td>90</td>
<td>110</td>
<td>200</td>
</tr>
<tr>
<td>Total</td>
<td>1,320</td>
<td>176</td>
<td>1,496</td>
</tr>
<tr>
<td>% of time with quantity discount</td>
<td>93.2%</td>
<td>37.5%</td>
<td>86.6%</td>
</tr>
</tbody>
</table>

Table uses only products coming in exactly two sizes. It classifies the 1,496 product-weeks by whether there was a quantity discount or surcharge (rows) and by whether there was a promotion of either product (columns).

2.3 Quantity surcharge

During regular periods, the price of the small pack is almost always higher than the price of the large pack. This corresponds to quantity discounting, a practice that is consistent with standard nonlinear pricing theory. When the small pack is promoted, however, the price order is reversed: the price is lower for the small pack. This is what we call a quantity surcharge.

The frequency of QS events is summarized in Table 3. The pricing schedule displays quantity discounts 93.2% of the time during regular periods, which is broadly consistent with nonlinear pricing theory. When at least one pack size is promoted, this percentage drops to 37.5%. This is quite striking, and it demonstrates that QSs are a frequent side effect of promotions. Most importantly, out of the 100 solo promotions of the small size, 97 result in a QS.

The large discounts on offer during QS periods suggest that there is substantial incentive to substitute. When the small pack is promoted, for example, the median surcharge for the large pack is 28.2%. In absolute terms, this corresponds to a median saving of €0.83 per kilogram. The savings exceed one euro per kilogram in 45% of promotion-induced QS events. QSs occurring during non-promotion periods are substantially smaller, with a median of 5.0% or €0.21 per kilogram. Because QSs outside promotions are small and infrequent, we do not consider them further and focus on demand response during promotion-induced QSs only.

Quantity surcharges have been documented in the marketing literature. Studies have found that “quantity surcharges occur in 16% to 34% of supermarket brands that are available in two or more package sizes” (Sprott, Manning, and Miyazaki, 2003). The marketing literature distinguishes QSs that are a deliberate and systematic policy used in place of quantity discount (not the case for detergent in our sample) and those that are a by-product of promotional
As stated earlier, we will restrict our attention to QS events meeting certain criteria in order for our evidence to be as clean as possible. Starting with the 110 events reported in Table 3, we first remove 13 cases where a QS occurs when both products are promoted because consumer behavior might be different in those cases. Second, we restrict our sample to products where the large pack is exactly twice the size of the small pack; this leads to the removal of 21 events. Finally, we remove 8 events where availability of both pack sizes during a QS event might be an issue. This leaves 68 events that will be the focus of the rest of the analysis.

2.4 Substitution during quantity surcharges

Do consumers switch from the large to the small pack during QSs? Figure 1 offers some preliminary eyeball evidence. The small pack is promoted 14 times (drop in the upper time series in the upper panel). If most consumers would substitute from the large to the small pack, we would expect a large drop in the sales of the large pack during QS. This does not appear to be the case. Sales of the large pack (the lower time series in the lower panel) seem to drop in some cases but the decrease is small. Note that unit price comparison can be done by reading product labels because information on unit pricing is posted together with the product’s price.7

Table 4 reports the median ratio of sales during a QS to sales in the previous week. Under complete substitution, we would expect the sales of the large pack to be zero in these cases. When we look at all 68 instances of QS (first column), this figure is 73.1 percent, clearly much higher than zero. Sales of the large pack decrease by only 26.9 percent relative to the previous period. This figure is consistent with the evidence from Figure 1. Even though purchasing a large pack is a dominated option during QSs, the majority of consumers do not substitute from the large to the small pack.

It may be argued that the previous week’s sales is not a good benchmark because sales may vary in systematic ways in between promotion periods. In order to account for this, we also calculated the ratio using the median quantity sold during regular weeks in the denominator.

7In 1998 the European Parliament and the European Council established directive 98/6/EC on consumer protection, compelling stores to display unit prices in an unambiguous, easily identifiable, and clearly legible way.
Table 4: Ratios of promotion week sales to “regular” sales

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Premium</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative to previous</td>
<td>.731</td>
<td>.843</td>
<td>.589</td>
</tr>
<tr>
<td>period sales</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative to median</td>
<td>.735</td>
<td>.859</td>
<td>.523</td>
</tr>
<tr>
<td>regular sales</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>68</td>
<td>46</td>
<td>22</td>
</tr>
</tbody>
</table>

For each QS event we divide sales of the large size by the relevant base (previous period sales or median regular sales). We report the median of these ratios for each case. We use only the 68 QS events that satisfy our strict inclusion criteria.

The number is reported in the second row and is very similar to the ratio reported above.

Does the extent of substitution during QSs vary across products? We split the brands in our sample into value products and premium brands on the basis of their prices. Value products are the store brand (private label) plus Henkel’s Witte Reus and Unilever’s Sunil. The latter two brands sell at a substantial discount relative to other brands sold by the three multinationals. The last two columns of Table 4 report the ratios of interest. The ratios are much higher for premium brands than for value products. A premium large size keeps 84.3 percent of its sales during a QS; a value large size only keeps 58.9 percent. The latter figure drops to 52.5 percent when median regular sales are used. These figures suggest that premium brand buyers respond less to promotional discounts than buyers of value products. This is in line with our intuition, as we expect value brand buyers to more price sensitive than premium brand buyers and therefore more likely to search for bargains.

Figure 2 provides a visual summary of sales patterns before and after a QS event. For each of the 68 QS events we normalize the week of the QS to be time 0 and calculate the fraction $q_t/q_0$ for $t \in [-3, 3]$. We take the simple average of these fractions and plot it in Figure 2. Sales of the small size before and after the QS are about 20% of sales in the promotion week (meaning that a promotion of the small size increases its sales by a factor of five). Sales of the large size drop on average about 15-20% during a QS relative to the previous periods and recover afterwards.

---

8We have also tried to compare substitution responses for small and large promotion discounts (size of the drops in the upper panel in Figure 1). One might have expected the substitution response to increase with the promotion discount. We did not find evidence in support of this hypothesis.
For each of the 68 QS events we normalize the week of the QS to 0 and consider the three preceding weeks and the three following weeks. We divide the sales of the small (large) size in each period by the sales of the small (large) size in period 0 (the QS week). We report the median of these fractions for each period.

Figure 2: Normalized sales paths of small and large size around a QS

though not fully.

3 Empirical framework

How widespread is the lack of substitution? Can we say that 73.1 percent of purchases of the large pack fail to take advantage of QSs? Doing so assumes that in the absence of a QS, the sales of the large pack would be the same as the sales we observe in the week preceding the QS. This may not be a bad assumption. At least, it is supported by Figures 1 and 2: regular period sales of both packs are fairly stable over time. But the issue requires further scrutiny because promotion is a firm decision that may be correlated with demand and supply.

We must develop the appropriate empirical framework to match the nature of our data. We have time series data on several products coming in two sizes. For each product, in every period $t$ we observe three key variables: the sales of the small and large size $Q_t^S$ and $Q_t^L$ and whether
there is a QS or not, denoted by the indicator variable $S_t$ (equals 1 for QS periods). The sales variables $Q_{st}^S$ and $Q_{lt}^L$ are count data as they have a discrete, nonnegative support.

### 3.1 A simple model

We call the purchases of the large pack during QSs inattentive purchases. We want to estimate the fraction of regular week purchases of the large pack that are inattentive. To do so, we present a simple framework that explains the sales of the small and large pack during regular and QS periods. Each product-week observation in our data can be classified into one of five categories: (i) weeks with no promotion are regular weeks; (ii) weeks with a promotion of the small pack resulting in a QS; (iii) weeks with a promotion of the small pack that do not result in a QS; (iv) weeks with a promotion of the large pack; and (v) weeks with both packs on promotion. For the sake of exposition, we ignore cases (iii) and (v) because they occur infrequently (2 and 26 occurrences respectively) and case (iv) because these observations are not necessary to estimate the inattention parameter. We are left with just regular weeks and QS weeks.

We start by outlining a simple theoretical model that will form the basis of our empirical framework. Consider a single product that is sold in two sizes. During regular weeks, both sizes are sold at their regular price. During QS weeks, the small size is discounted. In any given week, there is a regular stream of consumers who walk into a store with the intention of buying a specific item. During regular weeks these visits translate into sales with means $L_t$ and $S_t$ respectively. For example, one can think of regular sales as a Poisson process with rates of arrival $L_t$ and $S_t$ respectively.

During QS weeks, a regular large pack buyer may switch to the small pack option or she may continue to purchase the large pack. When the latter occurs, we say that the buyer is inattentive. We want to estimate the fraction of the regular buyers of the large pack who are inattentive. Denote this fraction, our structural parameter of interest, $\alpha$. Expected sales of the large size during a QS is $\alpha \theta_L^L$; the remaining $(1 - \alpha) \theta_L^L$ will switch to the small size.

In addition to the switchers, the small size will attract increased demand emanating from a variety of responses that the literature has documented (stockpiling or cross-period effects, substitution across brands, category expansion explained by bargain hunters). We denote the mean of the new demand by $\theta^{qs,S}$. There is no reason to expect a similar increase in demand for the large size, unless some of the new consumers are inattentive and inadvertently purchase the

---

Note that we could have called our structural parameter the fraction of regular purchases of the large pack that are inattentive. The reader should keep in mind that we associate purchases to buyers to simplify the exposition.
large size. Since these are consumers who are responding to the promotion, they are unlikely to be inattentive; it is therefore reasonable to assume that $\theta^{qs,L} = 0$. Expected sales for each size in regular and QS weeks are summarized in equations (1)–(2):

$$E [Q^L_t] = \begin{cases} 
\theta^L & \text{if } S_t = 0 \\
\alpha \theta^L & \text{if } S_t = 1 
\end{cases} \quad (1)$$

$$E [Q^S_t] = \begin{cases} 
\theta^S & \text{if } S_t = 0 \\
\theta^S + (1 - \alpha) \theta^L + \theta^{qs,S} & \text{if } S_t = 1 
\end{cases} \quad (2)$$

The means ($\theta^L$, $\theta^S$, $\theta^{qs,S}$) are parameters to be estimated. This is a highly stylized representation of demand that aims to capture the notion of “regular” sales. In particular, we have assumed that the means $\theta^L$ and $\theta^S$ are fixed. We could have assumed instead that they depend on control variables, $\theta^L(Z)$ and $\theta^S(Z)$, where $Z$ accounts for the fact that regular sales could vary over time and as a function of price, as is sometimes done in the literature. We chose not to do so for two reasons. From an expositional viewpoint, carrying control variables does not shed additional insight into the identification problem at hand. Second, during our sample period the sales of each pack remain relatively constant in the absence of a promotion (see Figure 1). Thus, we do not expect control variables to play an important role.

Note that from equation (1) it follows that

$$\alpha = \frac{E[Q^L|S = 1]}{E[Q^L|S = 0]} \quad (3)$$

This means that a valid estimate of the fraction of regular buyers who are inattentive (under the assumption $\theta^{qs,L} = 0$) can be obtained by taking the ratio of mean sales in surcharge periods to mean sales in regular periods. This is close to the ratios presented in Table 4 and those displayed in Figure 2 in the previous section. Those simple ratios can therefore be interpreted as quick-and-ready estimates of $\alpha$. The econometric framework allows us to formalize the estimation process and facilitates hypothesis testing. Equations (1) and (2) can be written more concisely.

\footnote{In an earlier version of the paper we discussed how to identify $\alpha$ when $\theta^{qs,L} > 0$. We did not find any evidence that $\theta^{qs,L} > 0$.}
as:

\[ E [Q_t^L | S_t] = \theta^L - \theta^L (1 - \alpha) S_t \]  \hspace{1cm} (4)

\[ E [Q_t^S | S_t] = \theta^S + ((1 - \alpha) \theta^L + \theta^{qs,S}) S_t \]  \hspace{1cm} (5)

These are two econometric models that can be taken to the data. In fact we only need to estimate equation (4) because, as is clear from equation (3), \( \alpha \) is identified from that equation alone. Since we are not particularly interested in \( \theta^S \) and \( \theta^{qs,S} \), we will ignore equation (5) and use only observations on the large size to estimate equation (4). This also helps us avoid possible endogeneity problems (see next subsection). Note that (4) is a nonlinear equation as the two structural parameters \( \theta^L \) and \( \alpha \) enter multiplicatively.

3.2 Exogenous variation in \( S_t \)

One issue with interpreting model (4) as a regression equation is that the explanatory variable \( S_t \) could be correlated with unobserved demand shifters in the disturbance term. It could be the case, for example, that promotions are initiated in order to boost sales of products losing market share. If so, the error term in (4) will be correlated with \( S_t \).

To address this point we refer back to the empirical literature on promotion that faces the same endogeneity issue. The promotion literature views promotions as supply side decisions rather than a response to changes in preferences. After a thorough review of the issue, Erdem, Imai, and Keane (2003) conclude that “We find it extremely implausible that these deals are the result of manufacturer, wholesaler or retailer responses to aggregate taste shocks, for several reasons. Why would demand for a good like ketchup or yogurt suddenly jump every several weeks and then return to normal? And how could sellers detect such a jump quickly enough to incorporate it into daily or weekly price setting? [...] A more plausible explanation for the observed price variation is some sort of inter-temporal price discrimination.”

Our data are consistent with this view. The timing and frequency of promotions do not appear to be correlated with the demand for the product. Figure 1, for example, shows that the sales of the large pack remains fairly constant during non-promotion weeks, and in particular in weeks adjacent to a promotion. This pattern generalizes to other promotion events (and therefore QS events) in our sample.

\[ \text{See also the discussion in Hendel and Nevo (2006a), page 1645. Hendel and Nevo (2013) present and estimate a model of promotions as intertemporal price discrimination.} \]
That being said, it is also true that the event of a QS may be correlated with the level of consumer inventory in the market. This endogeneity issue has received much attention in the empirical promotion literature. It matters for the interpretation of the parameter estimates if we were to jointly estimate (4) and (5). Keane et al. state the problem clearly: “On the other hand, an important reason for endogeneity of prices in demand models is the failure to account for consumer inventories [...] If prices are persistent over time and consumers engage in stockpiling behavior, then inventories will be correlated with current prices. This causes price to be econometrically endogenous due to the omitted variables problem, even though price fluctuations are exogenous from the point of view of consumers.”\textsuperscript{12} But this is not an issue for us because we are not interested in measuring the own response to promotion, that is equation (5), which depends on the level of consumer inventory in the market. We are interested instead in measuring substitution responses (sales of the large pack during QS) which are not influenced by the level of consumer inventory in the market. Stated differently, while $S_t$ may well be endogenous in equation (5), there is no reason why it should be endogenous in equation (4). This is because the level of inventory in the market influences only the response to promotion (consumers who buy the small pack); not the regular consumers who buy the large pack.

4 Estimation and results

Given that the dependent variable is a count variable, model (4) should in principle be estimated using count data techniques. However, our dependent variable has a very large mean because our data at the national chain level. This makes least squares a valid approximation. We will therefore estimate our model with conventional least squares methods.\textsuperscript{13} The regression equation implied by model (4) is:

$$Q_L^t = \theta^L - \theta^L(1 - \alpha)S_t + \eta_t.$$ \hfill (6)

Either ordinary or nonlinear least squares (NLS) can be used to estimate equation (6). The error term $\eta_t$ is unlikely to be iid across observations; in particular the variance will likely be smaller when $S_t = 1$. It is therefore important to use robust standard errors that correct this violation of the iid assumption. Despite the simplicity of OLS, we prefer to estimate (6) using NLS. The appeal of NLS is that it delivers direct estimates of our structural parameters and

\textsuperscript{12}For example, the literature reports that demand of the promoted product during promotion periods increases with the duration since last sale; e.g. Pesendorfer (2002); Hendel and Nevo (2006b).

\textsuperscript{13}Note that this will not be the case in the next section when we use store-level data.
Table 5: Estimates of equation (6)

<table>
<thead>
<tr>
<th></th>
<th>Premium products</th>
<th>Value products</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta^L$</td>
<td>26.35***</td>
<td>3.610**</td>
</tr>
<tr>
<td>(2.922)</td>
<td>(0.523)</td>
<td>(5.442)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.696**</td>
<td>0.610*</td>
</tr>
<tr>
<td>(0.108)</td>
<td>(0.207)</td>
<td>(0.093)</td>
</tr>
<tr>
<td>$N$</td>
<td>16</td>
<td>23</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.916</td>
<td>0.727</td>
</tr>
</tbody>
</table>

Test of $H_0: \alpha = 1$ (p-values)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.014</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>0.045</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>0.122</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Estimates obtained using nonlinear least squares. Robust standard errors are reported. Significance levels: $\dagger$: 10%, $\star$: 5%, **: 1%.

makes hypothesis testing straightforward. It can also be easily extended to the case of multiple products, where $\alpha$ might be common across products or could vary with product characteristics. This cannot be easily done with OLS, especially because products have different market shares and frequency of QS occurrences.

From our full dataset we keep observations that meet the following criteria: (i) the product is available in two sizes, the large size is exactly double the small size, and both are available in at least 99% of stores; (ii) there are at least 14 observations of the product; and (iii) QSs are the result of a promotion of the small size with no simultaneous promotions of the large size. This leaves us with 193 observations; 141 of those are regular weeks and 52 are QS weeks (compared to 68 QS weeks in the analysis in the previous section). There are eight different products for which we have enough observations to support inference; four are premium and four are value products.

In Table 5 we present results from estimating equation (6) separately for each product. In seven out of eight cases the estimates are very reasonable. The $\alpha$ parameter is estimated in the range $(0.461, 0.745)$, suggesting that the fraction of inattentive varies across products but within a modest range. Premium products have a higher $\alpha$, consistent with the notion that buyers of premium products are less price elastic and therefore more likely to be inattentive. In one case

---

14 We have also run the OLS regression $Q^L_t = \beta_0 + \beta_1 S_t + \eta'_t$. The structural parameters can be recovered as $\hat{\theta}^L = \hat{\beta}_0$ and $\hat{\alpha} = 1 + \hat{\beta}_1 / \hat{\beta}_0$ and they are identical as with NLS. It should also be noted that regardless of estimation method, nonlinearity implies that estimates are biased but weakly consistent. From Jensen’s inequality, $E\hat{\alpha} = E((\hat{\beta}_0 + \hat{\beta}_1) / \hat{\beta}_0) \geq 1 + E\hat{\beta}_1 / E\hat{\beta}_0$ with the inequality approaching an equality as $\hat{\beta}_0$ converges in probability to $E(Q^L|S = 0)$. Thus $\hat{\alpha}$ over-estimates $\alpha$ when the sample used to estimate $\hat{\beta}_0$ is small. This might be an issue with the Dutch data but not with the US data, where we typically have 200+ observations per product.
we get an estimate of $\alpha$ that exceeds 1 but not statistically significantly so.\textsuperscript{15} The simple mean of the eight $\alpha$ parameters if .727, very close to the ratio presented in Table 4.

It may be desirable to pool data on different products in order to either get a single estimate of $\alpha$ or to allow $\alpha$ to vary with product characteristics. For example, by pooling the data we could formally test whether $\alpha$ is greater for premium products than for value products. Letting $k$ index products, the fully general pooled version of (6) has both parameters ($\theta_k^L$, $\alpha_k$) be product specific, giving the results in Table 5. The case for product-specific $\theta_k^L$ parameters is clear: they represent regular sales, which vary substantially across products. On the other hand, there is no reason to think that the inattention parameter should vary substantially across products, except perhaps along the premium/value distinction; the estimates in Table 5 are consistent with this view. We therefore estimated two models with the pooled data. In one we fix $\alpha_k \equiv \alpha$ for all $k$. In the other we let $\alpha$ vary along the premium/value dimension; in other words, we estimate $\alpha_p$ and $\alpha_v$ for premium and value products respectively.

Estimated parameters of interest are presented in Table 6 (estimates of the $\theta_k^L$’s are omitted). The pooled data give an estimate of $\alpha = 0.601$, somewhat smaller than .727, the simple mean of the individual estimates in Table 5. Part of the difference can be explained by the fact that the simple mean does not account for the number of observations; the weighted mean of the estimates in Table 5 is .683.\textsuperscript{16} The estimated $\alpha_p$ (for premium products) is about ten percentage points lower than $\alpha_v$ (for value products), but the difference is not statistically significant. Perhaps with more data we would be able to draw stronger conclusions about differences in the inattention parameter across different products.

What have we learned about inattentive purchases? The goal was to estimate the fraction of regular buyers of the large pack (the consumers who buy the large pack in the absence of promotion) who are inattentive. We started from the 73.1% figure of inattentive consumers computed as the fraction of sales during QS relative to regular periods. We have shown that this is not a bad estimate under the assumption that QSs do not happen simultaneously with other marketing actions that influence the number of regular consumers (point 4-b in Table 1).\textsuperscript{17}

\textsuperscript{15}This product has the smallest number of observations among the eight we analyze. It would have been justifiable to drop this product but we chose to report it to illustrate where our method might go wrong. In the 14 periods that we observe this product, there are three QS events. In two of the three events, sales of the large size rise. This is why we get $\alpha > 1$. It could be that sales of the large size rise in those two periods because of additional marketing activity or for other exogenous reasons. With such a small number of events, it is certainly conceivable that this is just a random outcome.

\textsuperscript{16}Some of the difference may also be explained by the fact that the frequency of promotion differs across products.

\textsuperscript{17}We also obtained qualitatively similar estimates in an earlier version of the paper using the full dataset and a different methodology (Clerides and Courty, 2010).
Table 6: Pooled estimates of equation (6)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.601**</td>
<td>0.059</td>
</tr>
<tr>
<td>$\alpha_v$</td>
<td>0.560**</td>
<td>0.082</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>0.659**</td>
<td>0.089</td>
</tr>
</tbody>
</table>

$H_0 : \alpha_v = \alpha_p$ (p-val) = 0.411

N = 193
$R^2$ = 0.747

Estimates obtained using nonlinear least squares. Robust standard errors are reported. Significance levels: $\dagger$ : 10%, $*$ : 5%, ** : 1%.

The econometric analysis produced a lower figure of 60.1%. There is some evidence that buyers of premium products are less attentive but richer data are needed for more robust conclusions.

5 Generality: different country, stores and products

We repeat the analysis with data from a different source, covering a different country, different retail chains and stores, and different product categories. The main objective of this exercise is to demonstrate that inattention is not specific to Dutch consumers, to detergent, or to the way the price and quantity variables are constructed and recorded in the Nielsen dataset. In the process, we will highlight the lessons we learned about the challenges involved with documenting inattention with store-level rather than chain-level data.

We use the well-known IRI database for the period 2001-2005.\(^{18}\) The type of information provided by IRI is very similar to our Nielsen data: weekly data on unit price and sales at the pack level. But there are some important differences with respect to the size and scope of the data. The Nielsen data are for a single product category (detergent) and are recorded at the chain level. The IRI database covers 31 different product categories and the information is recorded at the store level for a wide range of stores belonging to different chains and located in different local markets. We selected four product categories: detergent for comparability, and three additional categories of products that are storable and have constant consumption:

\(^{18}\)For details on the database see Bronnenberg, Kruger, and Mela (2009).
Table 7: Observation counts and pack sales

<table>
<thead>
<tr>
<th></th>
<th>Detergents</th>
<th>Blades</th>
<th>Shampoos</th>
<th>Diapers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>1,819,284</td>
<td>164,894</td>
<td>114,168</td>
<td>96,366</td>
</tr>
<tr>
<td>Weeks</td>
<td>260</td>
<td>260</td>
<td>260</td>
<td>260</td>
</tr>
<tr>
<td>Stores</td>
<td>1001</td>
<td>414</td>
<td>128</td>
<td>138</td>
</tr>
<tr>
<td>Products per store</td>
<td>11.1</td>
<td>1.6</td>
<td>6.1</td>
<td>6.5</td>
</tr>
<tr>
<td>Median pack sales</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>25-75 percentiles pack sales</td>
<td>2-12</td>
<td>4-13</td>
<td>3-10</td>
<td>4-12</td>
</tr>
</tbody>
</table>

Years 2001-2005. Includes product-store pairs with at least two packs and weekly average sales across packs of at least 10 units.

razor blade cartridges (henceforth blades), shampoos and diapers. Another difference with the Dutch data is that the stores in the sample may not follow a chain pricing policy. Because the timing, length and depth of promotion may vary across stores, we cannot aggregate sales across stores.

Having rich, store-level data is very useful but has a downside in that most items sell just a few units per store every week. Median sales across all packs of detergent in our sample is just 6 units. In 25 percent of the week-store-pack observations at most 2 units are sold and in 75 percent of the observations at most 12 units are sold. Similar patterns hold for the other three product categories. This feature of the data – "small unit sales" – requires some adjustments to our estimation strategy. The support of our dependent variable is restricted to be nonnegative and discrete. This was also true for the Dutch chain-level data, but in that case the mean level of regular sales ($\theta^L$) was high enough to make the normal approximation for the error term reasonable. This is not the case here because $\theta^L$ at the store level is small. To accommodate this we estimate our equation using Poisson regression, which is appropriate for count data.

For maximum comparability we selected only product-store pairs that sell in exactly two sizes. We dropped products that averaged fewer than 10 units sold per week (summed over the two sizes). Table 7 presents the basic features of the extracted dataset. The unit of observation is at the level of product, size and store. Detergent is the product with the most observations. We observe detergents in 1001 distinct stores and there are on average 11 detergent products per store. In contrast with the Dutch data, the large size is usually not an exact multiple of the small size; for this reason we did not impose this requirement with the US data. Price are per ounce for detergent and shampoo and per physical unit for blades and diapers.

---

19 Selecting products with constant demand over time avoids problems associated with demand seasonality and peak-demand periods that could be correlated with promotions (Chevalier, Kashyap, and Rossi, 2003).

20 In practice it turns out that OLS with robust standard errors yields very similar estimates to Poisson.
Table 8: Promotion and Quantity Surcharge

<table>
<thead>
<tr>
<th></th>
<th>Detergent</th>
<th>Blades</th>
<th>Shampoo</th>
<th>Diapers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion frequency</td>
<td>8.43%</td>
<td>2.87%</td>
<td>9.96%</td>
<td>9.41%</td>
</tr>
<tr>
<td>Small pack promotion: frequency</td>
<td>9.3%</td>
<td>3.9%</td>
<td>12.3%</td>
<td>10.9%</td>
</tr>
<tr>
<td>Small pack promotion: frequency of QS</td>
<td>71.6%</td>
<td>77.5%</td>
<td>45.0%</td>
<td>69.4%</td>
</tr>
<tr>
<td>Small pack promotion: price reduction</td>
<td>25.6%</td>
<td>12.3%</td>
<td>21.7%</td>
<td>11.1%</td>
</tr>
<tr>
<td>Median price ratio (p_s/p_l) during QS</td>
<td>.79</td>
<td>.93</td>
<td>.93</td>
<td>.94</td>
</tr>
</tbody>
</table>

The last two lines use the sample of QS observations (counting only the first week if a QS lasts more than one week and eliminating QS events if both sizes are promoted). The price reduction is computed using the price in the previous week.

Table 8 presents similar information on promotion and QS as Tables 2 and 3. We define a promotion as a 5 percent reduction in price relative to the median price within a window of ±3 weeks.\(^{21}\) Razor blades are much less likely to be on promotion than the other products. Consistently with earlier results, the small pack is more likely to be promoted and price reduction during a small pack promotion is substantial, between 11% and 26% depending on the product category. As before, we say that a QS surcharge occurs if the small pack is promoted and if the per unit price is lower for the small pack than for the large pack. QSs are very likely when the small pack is promoted (between 45% and 78% of the time). The impact of a quantity surcharge on the price ratio is largest for detergent. For the other three products, the savings from switching pack size during a QS is a modest 6-7 percent.

Table 9 replicates Table 4. As in the previous analysis, we count only the first week if a QS lasts more than one week and we consider only events where only the small size is promoted (thus we eliminate events where both sizes are promoted). The first line reports the median sales ratio across all QS events (across all products and stores). As before, the ratio is computed as the sales of the large pack during a QS week to the sale in the previous week. The results do not change if we use the median sales in periods without promotions. The median ratio for detergent, .727, is very close to the figure of .731 reported in Table 4. The figures for the other three product categories are higher. This could be because purchasing behavior varies across products or because the price reduction is smaller for these products.

As a robustness check, the lower panel in Table 9 restricts the sample to product-store observations that have median sales of the large pack of at least 10 units. Doing so dramatically reduces the number of QS events, but the estimated sales ratios do not alter the picture in a significant way.

\(^{21}\)We chose a lower threshold (5% here instead of 10% in the Dutch dataset) because two of the added categories (blades and diapers) have lower promotional price reductions (see Table 8).
Table 9: Median ratio of promotion week sales to sales of previous week

<table>
<thead>
<tr>
<th></th>
<th>Detergents</th>
<th>Blades</th>
<th>Shampoos</th>
<th>Diapers</th>
</tr>
</thead>
<tbody>
<tr>
<td>All QS events</td>
<td>.727</td>
<td>1.00</td>
<td>.818</td>
<td>.80</td>
</tr>
<tr>
<td>Count of QS events</td>
<td>26,081</td>
<td>1,530</td>
<td>1,979</td>
<td>2,152</td>
</tr>
<tr>
<td>QS events for products with median sales of large pack ≥ 10</td>
<td>.900</td>
<td>1.00</td>
<td>1.09</td>
<td>.818</td>
</tr>
<tr>
<td>Count of QS events</td>
<td>412</td>
<td>254</td>
<td>45</td>
<td>523</td>
</tr>
</tbody>
</table>

In the first two lines, the median sales across both packs must be greater than 10. In the last two lines the median sales of the large pack must be greater than 10.

Table 10: Product-store estimates of α with at least 3 QSs

<table>
<thead>
<tr>
<th></th>
<th>Detergents</th>
<th>Blades</th>
<th>Shampoos</th>
<th>Diapers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of estimated α’s</td>
<td>786</td>
<td>216</td>
<td>199</td>
<td>247</td>
</tr>
<tr>
<td>Mean</td>
<td>0.658</td>
<td>1.09</td>
<td>0.91</td>
<td>0.789</td>
</tr>
<tr>
<td>Median</td>
<td>0.664</td>
<td>1.04</td>
<td>0.77</td>
<td>0.788</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.295</td>
<td>0.352</td>
<td>0.776</td>
<td>0.234</td>
</tr>
<tr>
<td>5th percentile</td>
<td>0.193</td>
<td>0.569</td>
<td>0.494</td>
<td>0.365</td>
</tr>
<tr>
<td>10th percentile</td>
<td>0.277</td>
<td>0.676</td>
<td>0.545</td>
<td>0.475</td>
</tr>
<tr>
<td>25th percentile</td>
<td>0.463</td>
<td>0.878</td>
<td>0.666</td>
<td>0.63</td>
</tr>
<tr>
<td>75th percentile</td>
<td>0.832</td>
<td>1.259</td>
<td>0.913</td>
<td>0.94</td>
</tr>
<tr>
<td>90th percentile</td>
<td>1.005</td>
<td>1.549</td>
<td>1.136</td>
<td>1.08</td>
</tr>
</tbody>
</table>

We restrict to product-store with at least 25 observations (weeks). For detergent we require 200 weeks.

We obtain econometric estimates of product-store specific α’s by estimating model (4) using Poisson regression. To be on the safe side, we select only product-stores with at least three QS events. Table 10 reports statistics on the distribution of the thousands of α’s estimated this way. The mean and median of the estimated α’s are similar in magnitude to the ratios reported in Table 9. There is substantial dispersion in the estimated inattention parameters. The 5th percentile value of α for detergent is .193. When we restrict to products with at least 10 QS events, that figure increases to .277. About 10% of the estimated α’s are greater than one.

The estimates of α for a given product category have a fairly wide support. This could be because inattention varies across products and stores or because the estimates of α are not precise. Imprecise estimates is an issue if the hypothesis α = 0 cannot be rejected. This is not the case: more than 97% of product-stores estimates are statistically different from zero and this holds for all four product categories. Inattention prevails for most product-stores: 75% of the product-stores in the sample have at least 46% inattentive buyers for detergent, 88% for razor blades, 67% for shampoos and 63% for diapers. Interestingly, inattention is highest for
razor blades and lowest for detergent. We cannot reject the hypothesis that all consumers are inattentive \((\alpha = 1)\) for 40\% of detergent estimates, 80\% of razor blades, 59\% of shampoos and 45\% of diapers. Inattention parameters greater than one are not consistent with assumption \(\theta_{qs,L} = 0\) (see footnote 10). We test the hypothesis that \(\alpha \leq 1\) for each product category. The hypothesis is rejected in less than 3\% of the cases for detergent, shampoo and diapers; for blades it is rejected almost 13\% of the time.

6 Discussion

6.1 Theories of grocery sales and nonlinear pricing

Our evidence of passive purchases relates directly to the industrial organization literature on grocery sales. A central assumption in many models of retail pricing is that consumers differ in their willingness to search for the best deal. Some consumers compare prices while others do not. They may compare prices across stores (Varian, 1980), over time (Sobel, 1984), or across products (Lal and Matutes, 1994; Hosken and Reiffen, 2007). This is an essential ingredient in models that explain why retailers can sell the same product at a regular price and also at promotional prices that are substantially lower. The literature has labeled the consumers who do not respond to temporary price differences as passive, naive, loyal, captive, uninformed, non-strategic or regular, depending on the model.

The distinction between strategic and passive has proven useful in empirical studies of promotion. It is consistent, for example, with the finding that sales are fairly constant during non-promotion periods (passive consumers) and with the large response during promotion (strategic consumers). But, as pointed out by (Pesendorfer, 2002), this is not definite evidence of passive purchases. It is also consistent, for example, with heterogeneous consumer inventory costs: high inventory costs consumers buy at fixed intervals while low inventory cost consumers stock out during promotions (Hendel and Nevo, 2013). The finding that many consumers buy dominated options during QSs offers unique evidence in support of the assumption that some consumers do not compare prices.

The theory literature also assumes that the consumers who actively compare prices have a lower willingness to pay than the passive consumers. Passive purchases are associated with loyal consumers of branded products while value products purchases are made by price sensitive consumers who are more likely to make price comparisons. This is consistent with the finding in Table 4: passive purchases are less common for value products than for the premium brands.
sold by the big multinationals.

Our results are also related to nonlinear pricing theory. This theory explains quantity discounts as a mechanism for exercising price discrimination (Maskin and Riley, 1984; Stole, 2007). The existence of QS during promotion periods presents a challenge to nonlinear pricing theory: why do firms violate the concavity of their pricing schedule? In the standard model firms would not want to do that because it would cannibalize the sales of the large size. This challenge disappears, however, once one recognizes that inattentive consumers do not respond to temporary promotion opportunities. The assumption at the heart of nonlinear pricing theory, that the buyers of the large pack would substitute to the low pack in the event of QS, does not hold for temporary price reductions. Thus, one should be careful in the conduct of empirical analysis of nonlinear pricing and should make a point of distinguishing promotion and non-promotion periods. The derivation of the optimal nonlinear price schedule has to separately account for consumer sorting across pack sizes during promotion and non-promotion periods because short and long term demand substitution elasticities across packs could be very different.

Finally, the grocery sales literature will have to develop models that integrate promotion and nonlinear pricing decisions. Everything else equal, firms should promote less often products for which there is more substitution. Interestingly, value brands in the Dutch data, for which there is more substitution, are promoted less often than premium brands. The median value product is on promotion 4.4% of the time while the median premium product is on promotion 8.3% of the time, almost twice as often. This indicates that firms internalize the fact that promotions can come at the cost of losing sales from competing packs – the cannibalization effect.

6.2 Rational inattention

The fact that grocery shoppers are not aware of all prices at all times has been recognized for a long time in the marketing literature. Cognitive research has shown that the majority of consumers cannot correctly quote the price of items they have just placed in their shopping cart (Monroe and Lee, 1999). Dickson and Sawyer (1990) find that “more than half of the shoppers who purchased an item that was on special were unaware that the price was reduced.”

In addition, consumers consider few alternatives for each item they purchase and spend little

\(^{22}\)Both the economic and marketing literatures have applied the theory of nonlinear pricing to consumer packaged goods and most empirical studies use grocery data. McManus (2007) applies the theory of nonlinear pricing to the market for coffee drinks, Cohen (2008) to the paper towel market, and Allenby, Shively, Yang, and Garratt (2004) to the beer market. In a review of nonlinear pricing for the Handbook of Pricing Research in Marketing, Iyengar and Gupta (2009) quote consumer packaged goods as one of the leading applications of nonlinear pricing.
time doing so (Hoyer, 1984).\textsuperscript{23}

Could it be rational that many consumers do not make simple unit price comparisons? It is difficult to answer this question without some knowledge of the costs of processing information. The cost of visually scanning the supermarket aisle for possible promotions seems quite small and the savings of close to one euro in the case of Dutch laundry detergent are not negligible. To rule out the possibility that there could be a QS, a consumer has to find out whether a smaller pack exists, locate it, make sure it is the same physical content, and then compare the unit prices. This may take several seconds. Hoyer’s (1984) study of consumer in-store decision making for laundry detergents reports that the median consumer considered only 1.19 packages when making a purchase and spent 4.77 seconds doing so. Taking this literally, it takes about 5 seconds to check a price. Engaging in a price comparison requires checking two prices, which takes 10 seconds.

The rational inattention hypothesis says that consumers take into account the time cost of keeping track of QS. For the sake of illustration, consider a consumer purchasing a large pack. Say that the probability of finding a QS is $p$ and the savings from substituting from large to small pack is $€x$. The consumer’s opportunity cost of times is $€w$ per hour. A $w$ higher than the hourly wage is not implausible if consumers get disutility from engaging in price comparisons. Finally, say it takes $s$ seconds on average to size a QS opportunity. This could include the time of keeping tract of QS and the time of comparing unit prices. The consumer rationally ignores QS altogether if $s \frac{w}{3600} > px$. For example, if $p = 10\%$, $x = €1$, and $w = €20$ a consumer will check for QS only if doing so takes less than 18 seconds.

Costly information processing could be a reasonable explanation for the finding that some consumers do not substitute. This is consistent with the rational inattention literature in macroeconomics that argues that consumers re-optimize decisions only periodically when the processing of price information is costly. This is related to the old notion of search costs (Stigler, 1961) and is therefore not entirely new. An important difference is that price information is freely available in models of rational inattention. Terms like consumer inattention or limited attention have been used to describe the fact that consumers may not be fully attentive to (freely available) prices.

\textsuperscript{23}Lennard, Mitchell, and McGoldrick (2003) report that only half of the consumers use unit pricing as an information source to find the best option. The other consumers find that the information is too complicated to use or report that they do not have the time to compare prices. The marketing notion of “consideration set”, that goes back to Howard and Sheth (1969), argues that consumers only look at a selected subset of products. More recently, Piccione and Spiegler (2009) have assumed that consumers follow procedural rules to decide what product to purchase (e.g. first choose a pack size and then select a product of that size).
6.3 Empirical demand models, consumer behavior, and promotion literature

Most demand models used in empirical studies of nonlinear pricing (Cohen, 2008; Thomas, 2011) or promotions (Hendel and Nevo, 2006a) typically assume that consumers know all prices relevant to their purchase, and most importantly, that they purchase the item with the lowest price. Our evidence suggests the possibility that some consumers do not compare prices even when search costs are tiny. In that light, our findings present a direct challenge to demand models that assume that consumers are fully informed about all products’ prices. All demand models discussed above predict that consumers will exploit substitution opportunities. We find that a substantial fraction will not.

Take the empirical literature on promotion. Many studies have documented large consumer responses to promotions (the positive spikes in the lower panel of Figure 1). Clearly, the consumers who buy mostly during promotion periods are attentive and represent a significant fraction of total sales. Our evidence shows that other consumers are inattentive to temporary price reductions. This demonstrates the existence of important differences in how consumers respond to promotion opportunities. This novel dimension of consumer heterogeneity – degree of attentiveness to short term price changes – has been largely ignored in the empirical literature on promotions. Discrete choice models assume that all consumers process price information uniformly. The literature has struggled to explain the complex ways in which a product’s sales depend on the time elapsed since the last own promotion, on whether other products are being promoted and on whether other stores offer promotions. To do so, studies have allowed for heterogeneity in price sensitivity, storage cost, willingness to substitute, and other dimensions. Heterogeneity in how consumer process price information, which is largely absent from the literature, offers new opportunities.

Another important implication is that one has to be careful in dealing with items sold in multiple pack sizes in estimating demand responses to promotions. We are not aware of any promotion study that separately models the demand for different pack sizes. Studies focus on a single pack size or aggregate all pack sizes for a given product. Our evidence shows that the sales of a given pack size responds only partially to the price of the other pack. Not accounting for incomplete substitution across pack sizes is restrictive.

Ignoring passive consumers attributes the limited degree of substitution to other factors that are included in the model, with the possible implication, for example, of overestimating the

\[24\] Seiler (2013) makes the point that people do not know all prices in the store but only the prices of those products that they have on their shopping list. But he assumes that once they have, say, detergent on their shopping list, then they check all detergent prices in the store.
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impact of intangible variables such as brand loyalty or storage cost. Consumer inattention may wrongly lead one to conclude that there are strong preferences for specific pack sizes. One may also wrongly attribute the limited extent of cross-brand substitution during promotions to brand loyalty. The common finding in the promotion literature that short-run elasticities are smaller than long-run elasticities has given rise to a number of explanations such as storage capacity, commitment, adjustment frictions, or switching costs. Our evidence suggests that demand substitution may be small in the short run for entirely different reasons than adjustment friction or switching cost. Consumers do not switch because they are passive shoppers.

7 Summary and conclusions

Entering to a store with a shopping list and buying what is on the list without checking prices is not an unusual thing to do. For the large items on the list, such behavior that is not attentive to prices will miss a saving opportunity when the small pack of the same item is offered on promotion. This paper leverages QS events associated with promotions to measure the extent of inattentive purchases. We use two sources of non-experimental data from different countries to estimate the fraction of regular buyers (the consumers who buy during non-promotion periods) who make inattentive purchases during QS periods. We highlight the inference challenges that arise from using scanner data and argue that the unresolved challenges could be addressed only with experimental data.

Dutch consumers do not fully exploit substitution opportunities arising when a small pack size of a detergent product is heavily discounted. Looking specifically at value brands, we found that the large size of a value brand loses 44% of its sales when its smaller counterpart is promoted. This means that the rest of regular buyers of large size value products choose a dominated option during promotions of the small size. With premium brands, we pick up a smaller impact (34%) on the sales of the large size in a similar situation. Similar patterns are found for American consumers and for three other products.

These findings come from estimating consumer responses to temporary price reductions. The fact that we find only partial substitution is somewhat surprising but not shocking. Keeping track of the prices of every product and its close substitutes on a weekly basis is a time-consuming and, for many people, unpleasant task. Back of the envelope calculations suggest that it is quite plausible that the cost of time associated with the process of collecting and processing information might exceed the expected benefit from it, at least for some consumers. These consumers will choose to not be attentive to temporary price changes. Information complexity
does not have to be great to generate significant deviations from the predictions of the standard rational, full-information model.
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