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Aharonov and Bohm' have recently drawn
attention to a remarkable prediction from quan-
tum theory. According to this, the fringe pattern
in an electron interference experiment should
be shifted by altering the amount of magnetic
flux passing between the two beams (e.g. , in
region a of Fig. 1), even though the beams
themselves pass only through field-free regions.
Theory predicts a shift of n fringes for an en-
closed flux 4 of nkc/e; it is convenient to refer
to a natural "flux unit, "hc/e =4.135X10 ' gauss
cm'. It has since been pointed out that the same
conclusion had previously been reached by
Ehrenberg and Siday, ' using semiclassical argu-
ments, but these authors perhaps did not suf-
ficiently stress the remarkable nature of the
result, and their work appears to have attracted
little attention.
Clearly the first problem to consider, experi-

mentally, is the effect on the fringe system of
stray fields not localized to region a but extend-
ing, e.g. , over region a in Fig. 1. In addition

FIG. 1. Schematic diagram of interferometer, with
source s, observing plane o, biprism 8, f, and con-
fined and extended field regions a and a'.

to the "quantum" fringe shift due to the enclosed
flux, there will then be a shift due simply to
curvature of the electron trajectories by the
field. A straightforward calculation shows that
in a "biprism" experiment, such a field should
produce a fringe displacement which exactly
keeps pace with the deflection of the beams by
the field, so that the fringe system appears to
remain undisplaced relative to the envelope of
the pattern. A field of type a, on the other hand,
should leave the envelope undisplaced, and pro-
duce a fringe shift within it. In the Marton'
interferometer, conditions are different, and a
field of type a' should leave the fringes undis-
placed in space. This explains how Marton et al. '
were able to observe fringes in the presence of
stray 60-cps fields probably large enough to
have destroyed them otherwise; this experiment
thus constitutes an inadvertent check of the
existence of the "quantum" shift. '
To obtain a more direct check, a Philips

EM100 electron microscope' has been modified
so that it can be switched at will from normal
operation to operation as an interferometer.
Fringes are produced by an electrostatic "biprism"
consisting of an aluminized quartz fiber f (Fig. 1)
flanked by two earthed metal plates e; altering
the positive potential applied to f alters the
effective angle of the biprism. The distances
s-f and f-o (Fig. 1) are about 6.7 cm and 13.4
cm, respectively. With this microscope it was
not possible to reduce the virtual source diameter
below about 0.2 p. , so that it was necessary to
use a fiber f only about 1.5 p, in diameter and a
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FIG. 2. (a) Fringe pattern due to biprisrn alone.
(b) Pattern displaced by 2. 5 fringe widths by field of
type a'.

very small biprism angle, to produce a wide
pattern of fringes which would not be blurred
out by the finite source size. The fringe yattern
obtained is shown in Fig. 2(a); the fringe width
in the observing plane o is about 0.6 p, .
We first examined the effect of a field of type
a', produced by a Helmholtz pair of single turns
3 mm in diameter just behind the biprism. Fields
up to 0.3 gauss were applied, sufficient to dis-
place the pattern by uy to 30 fringe widths, and
as predicted the appearance of the pattern was
completely unchanged. Figure 2(b), for instance,
shows the pattern in a field producing a dis-
placement of about 2.5 fringe widths. In the
absence of the "quantum" shift due to the en-
closed flux, this pattern would have had the
light and dark fringes interchanged. We also
verified that with this interferometer, unlike
Marton's, a small ac field suffices to blur out
the fringe system completely. These results
confirm the presence of the quantum shift in
fields of type a'.
Of more interest is the effect predicted for a

field of type a, where intuition might expect no
effect. Such a field was yroduced by an iron
whisker, ' about 1 p. in diameter and 0.5 mm long,
placed in the shadow of the fiber f. Whiskers
as thin as this are expected theoretically and
found experimentally to be single magnetic
domains; moreover they are found to taper' with
a slope of the order of 10 ', which is extremely
convenient for the yresent purpose. An iron
whisker 1 p, in diameter will contain about 400
flux units; if it tapers uniformly with a slope of
10 ', the flux content will change along the
length at a rate d4/ds of about 1 flux unit per

(a) (b)

FIG. 3. (a) Tilted fringes produced by tapering
whisker in shadow of biprism fiber. (b) Fresnel
fringes in the shadow of the whisker itself, just out-
side shadow of fiber. (o) Same as (b), but from a dif-
ferent part of the whisker, and with fiber out of the
field of view.

micron. Thus if such a whisker is placed in
position a (Fig. 1), we expect to see a pattern
in which the envelope is undisplaced, but the
fringe system within the envelope is inclined at
an angle of the order of one fringe width per
micron. Since the fringe width in the observing
plane is 0.6 p, , and there is a "pin-hole" magnifi-
cation of x3 between the biprism-fiber assembly
and the observing plane, we thus expect the
fringes to show a tilt of order 1 in 5 relative to
the envelope of the pattern. Precisely this is
observed experimentally, as shown in Fig. 3(a).
It will be seen that the whisker taper is not uni-
form, but in this example becomes very small
in the upper part of the picture.
In fact the biprism is an unnecessary refine-

ment for this exyeriment: Fresnel diffraction
into the shadow of the whisker is strong enough
to produce a clear fringe pattern from the whisker
alone. Thus Fig. 3(b) shows the same section of
whisker as Fig. 3(a), moved just out of the shadow
of the biprism fiber. The biprism fringes are
now unperturbed; the Fresnel fringes in the
shadow of the whisker show exactly the same
pattern of fringe shifts along their length as in
Fig. 3(a). Figure 3(c) shows a further example
of these fringes, from a different part of the
same whisker, with the biprism moved out of
the way. The whisker here is tapering more
rapidly.
These fringe shifts cannot be attributed to direct

interaction between the electrons and the surface
of the whisker, since in Fig. 3(a) the whisker
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to the "quantum" fringe shift due to the enclosed
flux, there will then be a shift due simply to
curvature of the electron trajectories by the
field. A straightforward calculation shows that
in a "biprism" experiment, such a field should
produce a fringe displacement which exactly
keeps pace with the deflection of the beams by
the field, so that the fringe system appears to
remain undisplaced relative to the envelope of
the pattern. A field of type a, on the other hand,
should leave the envelope undisplaced, and pro-
duce a fringe shift within it. In the Marton'
interferometer, conditions are different, and a
field of type a' should leave the fringes undis-
placed in space. This explains how Marton et al. '
were able to observe fringes in the presence of
stray 60-cps fields probably large enough to
have destroyed them otherwise; this experiment
thus constitutes an inadvertent check of the
existence of the "quantum" shift. '
To obtain a more direct check, a Philips

EM100 electron microscope' has been modified
so that it can be switched at will from normal
operation to operation as an interferometer.
Fringes are produced by an electrostatic "biprism"
consisting of an aluminized quartz fiber f (Fig. 1)
flanked by two earthed metal plates e; altering
the positive potential applied to f alters the
effective angle of the biprism. The distances
s-f and f-o (Fig. 1) are about 6.7 cm and 13.4
cm, respectively. With this microscope it was
not possible to reduce the virtual source diameter
below about 0.2 p. , so that it was necessary to
use a fiber f only about 1.5 p, in diameter and a

Interference Fringes 
without magnetic 

iron whisker 

Tilted fringes with a 
tapering magnetic 

whisker at 'a' 

VQLUME 5) +UMBER 1 PHYSICAL REVIEW LETTERS JUx, v 1, 1960

the mass spectrographic analyses and Dr. M. E.
Norberg of the Corning Glass Company for pro-
viding us with porous Vycor glass.

This work was supported by the Atomic Energy
Commission and, in the case of one of the authors
(F. R.$, also by the Alfred P. Sloan Foundation.
~L. Meyer and F. Reif, Phys. Rev. 110, 279 (1958).
2F. Reif and L. Meyer, Phys. Rev. (to be published).
3J. L. Yarnell, G. P. Arnold, P. J. Bendt, and
E. C. Kerr, Phys. Rev. 113, 1379 (1959).
4K. R. Atkins, H. Seki, and E. U. Condon, Phys.

Rev. 102, 582 (1956). The onset temperature for
super fluidity was about l.35'K in the Vycor used.
SK. R. Atkins, Phys. Rev. 116, 1339 (1959).
'More exactly, Df& "(M+M /M&) "4, where M3 is

the effective mass of a Hes atom. A reasonable esti-
mate is M3=2MHe.
YThis is deduced from the temperature range from

about 0.6 to 0.5 K where the mobility differences are
sufficiently large for the subtraction analysis to be
feasible.
I. M. Khalatnikov and U. N. Kharkov, J. Exptl.

Theoret. Phys. U. S.S.R. 32, 1108 (1957) ttranslation:
Soviet Phys. -JETP 5, 905 (1957}].

SHIFT OF AN ELECTRON INTERFERENCE PATTERN BY ENCLOSED MAGNETIC FLUX

R. G. Chambers
H. H. Wills Physics Laboratory, University of Bristol, Bristol, England

(Received May 27, 1960)

Aharonov and Bohm' have recently drawn
attention to a remarkable prediction from quan-
tum theory. According to this, the fringe pattern
in an electron interference experiment should
be shifted by altering the amount of magnetic
flux passing between the two beams (e.g. , in
region a of Fig. 1), even though the beams
themselves pass only through field-free regions.
Theory predicts a shift of n fringes for an en-
closed flux 4 of nkc/e; it is convenient to refer
to a natural "flux unit, "hc/e =4.135X10 ' gauss
cm'. It has since been pointed out that the same
conclusion had previously been reached by
Ehrenberg and Siday, ' using semiclassical argu-
ments, but these authors perhaps did not suf-
ficiently stress the remarkable nature of the
result, and their work appears to have attracted
little attention.
Clearly the first problem to consider, experi-

mentally, is the effect on the fringe system of
stray fields not localized to region a but extend-
ing, e.g. , over region a in Fig. 1. In addition

FIG. 1. Schematic diagram of interferometer, with
source s, observing plane o, biprism 8, f, and con-
fined and extended field regions a and a'.

to the "quantum" fringe shift due to the enclosed
flux, there will then be a shift due simply to
curvature of the electron trajectories by the
field. A straightforward calculation shows that
in a "biprism" experiment, such a field should
produce a fringe displacement which exactly
keeps pace with the deflection of the beams by
the field, so that the fringe system appears to
remain undisplaced relative to the envelope of
the pattern. A field of type a, on the other hand,
should leave the envelope undisplaced, and pro-
duce a fringe shift within it. In the Marton'
interferometer, conditions are different, and a
field of type a' should leave the fringes undis-
placed in space. This explains how Marton et al. '
were able to observe fringes in the presence of
stray 60-cps fields probably large enough to
have destroyed them otherwise; this experiment
thus constitutes an inadvertent check of the
existence of the "quantum" shift. '
To obtain a more direct check, a Philips

EM100 electron microscope' has been modified
so that it can be switched at will from normal
operation to operation as an interferometer.
Fringes are produced by an electrostatic "biprism"
consisting of an aluminized quartz fiber f (Fig. 1)
flanked by two earthed metal plates e; altering
the positive potential applied to f alters the
effective angle of the biprism. The distances
s-f and f-o (Fig. 1) are about 6.7 cm and 13.4
cm, respectively. With this microscope it was
not possible to reduce the virtual source diameter
below about 0.2 p. , so that it was necessary to
use a fiber f only about 1.5 p, in diameter and a

R.G. Chambers, Phys. Rev. Lett. 5, 3 (1960) 



Direct imaging of the phase interference in the Aharonov-Bohm 
experiment with an holographic electron microscope 
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FIG. 4. Interference micrographs of the toroidal magnet shown in Fig. 1. (a) Contour map of electron phase.
(b) Interferogram of electron phase. (c) Schematic form of the wave front.

various toroidal sizes.
These experimental results verify the existence
of the AB effect. Quantitative agreement" is
achieved with the fundamental AB effect relation.
Leakage-field effects were confined to be suffi-
ciently small in the cases of Figs. 4 and 5. Con-
tour lines in interference micrographs were
verified to follow magnetic lines of force as
viewed along the direction of the electron beam. "
Theref ore, contour lines must exit from the
toroid if magnetic fields are leaking from the
magnet. An example of field leakage is shown in
Fig. 6. Leakage fields do not show up in the
Lorentz micrograph, Fig. 6(a), but can be clear-
ly observed in the interference micrograph,
Fig. 6(b). The magnetic flux between two adja-
cent contour lines is equal to a constant, h/e,
irrespective of electron energy. It can be con-
cluded from the contour maps shown in Figs.
4(a) and 5(a) that the leakage flux was less than
h/e and that the resultant phase change is too
small to conceal the AB effect.
In this experimental arrangement, the electron

beam partly touched and even penetrated the mag-
net. This point is open to criticisms, but our
argument for this is as follows. In the present

experiment, the shape of a magnetic sample is
reproduced as a clear image on the interfero-
gram. Consequently, the part of the beam trans-
mitted through the magnetic flux in the sample
does not contribute to points outside the sample
image. The beams reaching these points must
have felt only the magnetic vector potential, if
any.
It was for the measurement of the phase differ-
ence by tracing the interference fringes that the
penetrable toroidal magnets were adopted in our
experiment. This is an advantage of our experi-
ment over former experiments. ' If the fringes
on the images of the toroids are not observed,
the phase difference is determined by only a
fraction of a wavelength unit. "
The different electron energy causes an ap-

preciable change in electron penetrability, but
no change in phase difference. This fact was
confirmed at 80, 100, and 125 kV. If there were
an essential difference between an absolutely
inaccessible field and a negligibly accessible
field, ' then the AB effect could be neither con-
firmed nor denied experimentally.
Regardless of the strength of penetrability,

our experimental results of the interference

FIG. 5. Interference micrographs of magnet having a magnetization direction opposite to that in Fig. 4. (a) Con-
tour map. (b) Interferogram. (c) Schematic form of the wave front.
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Interferogram of electron's phase for an electron beam going through a 
toroidal magnet (beam direction coming out of page). Observation of 

interference pattern in the toroid's shadow proves the A-B effect! 
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Observation of Aharonov-Bohm Effect by Electron Holography
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Hiroshi Umezaki, Junji Endo, Kohsei Shinagawa, Yutaka Sugita, and'Hideo Fujiwara
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In this experiment, an electron- and optical-holographic technique is employed with
small toroidal ferromagnets each forming a magnetic-Qux closure. The holographic in-
terferometry proves that a phase difference between two electron beams having passed
through the field-free regions agrees well with the fundamental relation known as the
Aharonov-Bohm effect. It is also confirmed from the same hologram that Qux leakage
from the toroids does not affect the conclusion.

PACS numbers: 03.65.Bz, 41.80.M, 42.40.Mg

The existence of the Aharonov-Bohm effect'
(AB effect) has recently been questioned by
Bocchieri e f al. ' and Roy. ' The AB effect states
that a phase difference between two electron
beams is produced proportional to the enclosed
magnetic flux, even if they never touch the mag-
netic field. Bocchieri et al. asserted that the
AB effect is purely of msthematical origin. Ex-
periments in the past' were also questioned from
the standpoint that electrons were affected by in-
evitable leakage magnetic fields from finite
whiskers or solenoids used in these experiments. 4
Although these assertions have since then been
disputed theoretically by many authors, ' the con-
troversy has still not fully abated. '
Our experiment employs electron holography. '
In order to avoid the questioned leakage effects, '
tiny toroidal magnets' were used instead of
whiskers or solenoids to make complete flux cir-
cuits. Furthermore, a new method of holograph-
ic interference microscopy" was employed, both
to obtain contour maps of the electron phase and
to detect quantitatively the amount of leakage that
might have, by some chance, come from the mag-

I

nets.
The toroidal magnets were prepared in the fol-

lowing way. Permalloy thin films (80%¹ and
20% Fe) were prepared by vacuum evaporation.
The substrate was a glass plate covered with an
evaporated thin film of NaC1. Permalloy toroids
of various sizes were formed by means of elec-
tron-beam lithography. These toroids were
floated off on a water surface, and applied to
thin carbon films approximately 100 A thick.
An electron-microscopic image and an under-

focused Lorentz micrograph of such a toroidal
magnet are shown in Figs. l(a) and l(b). The
Lorentz micrograph shows that magnetization is
closed within the magnet. This is the case with
most toroids presumably as a result of the shape
effect.
Off-axis electron homograms of the toroidal

magnets were formed in a 100-kV field-emission
electron microscope. " The schematic diagram
for hologram formation is shown in Fig. 2. A
toroidal magnet was illuminated with a colli-
mated electron beam. Its demagnified image
(magnification- —,') was formed through both ob-
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Aharonov-Bohm effect in devices: The SQUID 

Josephson junction  

•  In a superconductor, electrons act as a “macroscopic 
quantum state”            .  A remarkable consequence is the 
Josephson effect. 
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SQUID as a qubit 
•  Potential energy of a JJ: 

•  So we can think of     as “position”. �

Q = CV =

✓
C~
2e

◆
d�

dt
•  Also, from                            , think of charge as “momentum”.   

W =

Z
V dq = �EJ cos�

h
�̂, Q̂

i
= �2e i ) Q̂ = 2ei

d

d�
Quantum theory: 

�
ext

1

2
CV 21

2
LI2

H = �EJ cos

✓
2⇡�

�

0

◆
+

(�� �

ext

)

2

2L
� ~2

2C

d2

d�2



SQUID	
  as	
  a	
  qubit:	
  	
  "Ar2ficial	
  spin"	
  

�
ext

rf-SQUID 

H = �EJ cos

✓
2⇡�

�

0

◆
+

(�� �

ext

)

2

2L
� ~2

2C

d2

d�2

Makhlin, Schon, Shnirman, Rev. Mod. Phys. 2001 



The SQUID advantage: Inductive coupling 

�1 �2 �3 · · ·
H = M12�1�2 +M23�2�3 +M34�3�4 + · · ·

qubit system will be the topic of a separate publication. To
clearly establish the lingua franca of our work, we have
depicted a portion of the multiqubit circuit in Fig. 5!a". Ca-
nonical representations of the external flux biases needed to
operate a qubit, a coupler, and a QFP-enabled readout are
labeled on the diagram. The fluxes !L

x , !R
x , !LT

x , and !co
x

were only ever subjected to dc levels in our experiments that
were controlled by PMM. The remaining fluxes and readout
current biases were driven by a custom-built 128-channel
room-temperature current source. The mutual inductances
between qubit and QFP !Mq−qfp", between QFP and dc
SQUID !Mqfp−ro", qubit and coupler !Mco,i", and
!co

x -dependent interqubit mutual inductance !Meff" have also
been indicated. Further details concerning cryogenics, mag-
netic shielding, and signal filtering have been discussed in
previous publications.44–47 We have calibrated the relevant
mutual inductances between devices in situ and have at-
tempted to measure a significant portion of the parasitic cross
couplings between bias controls !both analog lines and PMM
elements" into unintended devices. These cross couplings
were typically below our measurement threshold "0.1 fH
while designed mutual inductances between bias controls
and intended devices were typically O!1 pH". Much of the 4
orders in magnitude separation between intended versus un-
intended mutual inductances can be attributed to the exten-
sive use of ground planes and the encapsulation of trans-
formers described above. Such careful shielding is critical
for producing high-density and scalable superconducting de-
vice architectures.

Since much of what follows depends on a clear under-
standing of our QFP-enabled readout mechanism, we present
a brief review of its operation herein. The flux and readout
current wave form sequence involved in a single-shot read-
out is depicted in Fig. 5!b". Much like the CJJ qubit,47 the
QFP can be adiabatically annealed from a state with a
monostable potential !!latch

x =−!0 /2" to a state with a
bistable potential !!latch

x =−!0" that supports two countercir-
culating persistent current states. The matter of which persis-
tent current state prevails at the end of an annealing cycle
depends on the sum of !qfp

x and any signal from the qubit
mediated via Mq−qfp. The state of the QFP is then determined
with high fidelity using a synchronized flux pulse and current
bias ramp applied to the dc SQUID. The readout process was
typically completed within a repetition time trep#50 $s.

An example trace of the population of one of the QFP
persistent current states Pqfp versus !qfp

x , obtained using the
latching sequence depicted in Fig. 5!b", is shown in Fig. 5!c".
This trace was obtained with the qubit potential held
monostable !!ccjj

x =−!0 /2" such that it presented minimal
flux to the QFP and would therefore not influence Pqfp. The
data have been fit to the phenomenological form

Pqfp =
1
2
#1 − tanh$!qfp

x − !qfp
0

w
%& , !8"

with width w'0.18 m!0 for the trace shown therein. When
biased with constant !qfp

x =!qfp
0 , which we refer to as the

QFP degeneracy point, this transition in the population sta-
tistics can be used as a highly nonlinear flux amplifier for
sensing the state of the qubit. Given that Mq−qfp
=6.28%0.01 pH for the devices reported upon herein and
that typical qubit persistent currents in the presence of neg-
ligible tunneling (Iq

p(&1 $A, then the net flux presented by a
qubit was 2Mq−qfp(Iq

p(&6 m!0, which far exceeded w. By
this means, one can achieve the very high qubit state readout
fidelity reported in Ref. 46. On the other hand, the QFP can
be used as a linearized flux sensor by engaging !qfp

x in a
feedback loop and actively tracking !qfp

0 . This latter mode of
operation has been used extensively in obtaining many of the
results presented herein.

IV. CCJJ RF-SQUID CHARACTERIZATION

The purpose of this section is to present measurements
that characterize the CCJJ, L tuner, and capacitance of a
CCJJ rf SQUID. All measurements shown herein have been
made with a set of standard bias conditions given by !L

x

=98.4 m!0, !R
x =−89.3 m!0, !LT

x =0.344 !0, and all in-
terqubit couplers tuned to provide Meff=0, unless indicated
otherwise. The logic behind this particular choice of bias
conditions will be explained in what follows. This section
will begin with a description of the experimental methods for
extracting Lq and Iq

c from persistent current measurements.
Thereafter, data that demonstrate the performance of the
CCJJ and L tuner will be presented. Finally, this section will
conclude with the determination of Cq from macroscopic
resonant tunneling data.
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FIG. 5. !Color online" !a" Schematic representation of a portion
of the circuit reported upon herein. Canonical representations of all
externally controlled flux biases !'

x , readout current bias iro, and
key mutual inductances M' are indicated. !b" Depiction of latching
readout wave form sequence. !c" Example QFP state population
measurement as a function of the dc level !qfp

x with no qubit signal.
Data have been fit to Eq. !8".
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More complicated circuit allows each Mij to be"programmable": 

D-Wave's chip (128 and 512 qubits)   



D-Wave's approach to QC 
•  Their chip realizes a programmable Ising model  

With each SQUID qubit an artificial Ising spin siz=0, 1.  

•  Finding set of {siz} that minimizes energy is a NP-hard 
problem – no polynomial time algorithm exists (i.e. current 
algorithms take t ~ exp(size) to find answer). 

•  Commercial value of solving this problem: All NP-hard 
problems map on each other – particularly, the family of 
travelling salesman optimization problems - really 
important in business (i.e. optimal way of loading trucks, 
etc). 

H0 = �
X

i,j

Jijsizsjz �
X

i

hisiz



Quantum annealing: Using quantum mechanics 
to find the ground state 

| (0)i =
QN

i=1 (|0i+ |1i)

! is a rate constant, and replace the time with
the number of MC steps, we can plot the CA
data as in Fig. 2. The extrapolated behavior is
indeed compatible with a straight line. Howev-
er, as Fig. 2 shows, it is impossible to extract a
value for the exponent "; in particular, we can-
not establish whether " ! 2 (3) is any better, as
might have been expected.

To shed some light on the actual asymp-
totic form of residual energy in QA, we begin
with a cartoon of the instantaneous energy
spectrum of Eq. 1 versus # (Fig. 3), suggested
by small-systems exact diagonalizations. For
sufficiently large initial #0 $$ %Jij%, the
ground state, generally nondegenerate (19),
must have a finite excitation gap. Imagine
following the Schrödinger evolution of an
initial ground-state wave function %&#0

(t '
0)( while reducing # gradually to zero as a

function of time (10). The instantaneous gap
of our disordered magnet will close as #
decreases through the quantum phase transi-
tion at #c (20–22). After that, ground-state
level crossings begin. The arrows in Fig. 3
point to two crossings [really avoided cross-
ings (19) because the problem possesses no
symmetry]. Each instantaneous ground-state
crossing is associated with tunneling of the
whole system between two valleys, one broad
but shallow and the other narrow but deep;
such tunneling takes place when kinetic en-
ergy diminishes, and represents a major crisis
in the otherwise quasi-adiabatic evolution
caused by the time-dependent decrease of
#(t).

For sufficiently slow annealing, each tun-
neling event can be treated as a Landau-Zener
(LZ ) problem (23) (Fig. 3, inset). The prob-

ability P()) that the system, starting in the
lower state %b( at high #, will continue
nonadiabatically onto the higher branch as #
is reduced with time is given by P()) '
exp(–)/)c), where the characteristic tunneling
time )c ' (*+#0)/(2,-2), * is Planck’s con-
stant divided by 2,, - is the tunneling am-
plitude between the two states %a( and %b(
(whose splitting at crossing is 2-), and + is
the relative slope of the two crossing branch-
es as a function of # (23). One can estimate
- . exp[/dab/0(#)], where dab is a suitable
distance between states %a( and %b( [in the
Ising case, the number of spins flipped in the
tunneling process (21)], and 0(#) is a typical
wave function localization length, which
must vanish as #3 0, 0(#) . #1 with some
exponent 2 $ 0. The tunneling time becomes
exponentially large for small #, )# .
exp(2dab/#1), and an exceedingly small
width . - of each tunneling event justifies
treating the multiple crossings as a cascade of
independent LZ events. Once the system fails
[with a probability P#()) ' exp(/)/)#)] to
follow the ground state at the LZ crossing
occurring at #, it will eventually attain an
average excitation energy Eex(#) $ 0. If we
let Z(#)d# be the number of LZ crossings
taking place between # and (# 3 d#), the
average residual energy can be estimated as

εres())'!
0

#c

d# Z4#5 Eex4#5 exp(/)/)#)

(2)

where #c marks the first level crossing. The
large ) behavior of this function is domi-
nated by the #3 0 behavior of Z(#)Eex(#),
and of )#. If we assume that, for small #,
Z(#)Eex(#) . #6 and )# . exp(A/#1), we
finally get εres()) . log/"QA()), with an
exponent "QA ' (1 3 6)/1. The exponents
6 and 1 are not obvious. A semiclassical
expression (23) for the decay of a wave
function inside a barrier suggests 1 ' 1⁄2.
The average excitation energy attained by
missing the ground-state “track” at #
should scale as #2 for small #, because all
eigenvalues start out as #2 for # 3 0. The
total number of LZ crossings occurring
from 0 to # should not be larger than the
number of classical states in the energy
window (EGS, EGS 3 #), which is approx-
imately equal to 7(0)# [where 7(0) is the
density of classical states at the ground
state energy (16 )], so that the density of
crossings Z(# 3 0) 3 7(0), at most. This
yields 6 ' 2 as our most reasonable
estimate.

We conclude that "QA ' (1 3 6)/1 can be
as large as 6 for a spin glass, and that in any
case it is above the classical bound " ! 2 (3).
Hence, QA of the Ising spin glass is predicted

Fig. 2. The same CA data as in
Fig. 1, replotted (see text) so as
to fall on a straight line if obey-
ing the Huse-Fisher logarithmic
law. Although this form is seen
to be asymptotically compatible
with the data, extraction of a
value for the exponent " is im-
possible.

Fig. 3. Cartoon of the
lowest instantaneous
eigenvalues of a (finite-
size) Ising glass as a
function of the trans-
verse field #, or of a
generic complex sys-
tem as a function of its
zero-point kinetic ener-
gy #. Note the two
avoided crossings of
the ground state,
marked by arrows and
enlarged in the upper
insets. Lower inset:
Schematic of a Landau-
Zener crossing. At each
crossing the system
will follow adiabatically
the ground state only if
# is reduced sufficient-
ly slowly. The infinite
system will exhibit an
infinite cascade of
crossings as #3 0.
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• Start with � � Jij , hi, with qubits reset to known ground state:

If ⌧ � ~/gap,
system will end up in ground state!
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• Decrease � slowly to zero



Quantum annealing versus classical annealing? 

U 

x 

•  Classical annealing: Start with T=∞, reduce T slowly to zero 

•  Quantum annealing: Take a short cut by tunneling 



Does it work? Comparison of D-Wave's 128 
qubit chip with a simulation of quantum 

annealing on a classical computer 

4

FIG. 5: Correlations. Shown are scatter plots of correla-
tions of the success probabilities of 1000 instances of N = 108
spins. The color scale indicates how many of the instances
are found in a pixel of the plots. A) between a simulated
quantum annealer (SQA) and the quantum device (QA) B)
the quantum device and a gauge-transformed encoding of the
same instance on the device where the sign of all couplings is
changed. C) the SQA and an average over 16 random gauges
on the device. D) a single gauge choice on the device against
the average over 16 random gauges.

means that there the device typically finds local minima
far away from ground states. Many spins would need to
be flipped to reach a ground state, which results in small
tunneling matrix elements between the state found and
the true ground state and thus small gap avoided level
crossings.

To provide further evidence for quantum annealing in
the D-Wave device we investigate correlations between
the success probabilities of the device and a simulated
quantum annealer. Panel A of figure 5 shows a scatter
plot of the hardness of instances in the simulated quan-
tum annealer (SQA) and the hardware quantum annealer
(QA). The high density in the lower left corner (hard for
both methods) and the upper right corner (easy for both
methods) confirms the similarities between the quantum
device and a simulated quantum annealer.

However, a small percentage of instances appears in
the other corners (hard for one method but easy for the
other). We attribute these to calibration errors of the
device, as the couplers are not all identical and the pro-
grammed couplings vary by about 10% across the de-
vice [22]. To test for calibration errors we performed a
“gauge transformation” on each instance (see Methods)
to realise a di↵erent encoding of the same spin glass in-
stance on the device. The correlations between two dif-
ferent encodings (gauge choices), shown in panel B, turn
out to be comparable to those between the SQA and the
device, demonstrating that the observed deviations can
be attributed to calibration errors.

To minimise calibration errors on the device, we per-

formed annealing with multiple encodings of the same
spin glass instance related by gauge transformations and
averaged the success probabilities. The resulting cor-
relations between the simulated quantum annealer and
the gauge-averaged results from the quantum annealer,
shown in panel C, are substantially improved compared
to a single gauge choice, with a substantial reduction of
the number of extreme outliers. These correlations are
also much better than those between a single embedding
and the gauge averaged results on the device (see panel
D), confirming that (within calibration uncertainties) the
device behaves consistently with a simulated quantum
annealer, but not with a classical thermal annealer, as
seen by the bimodal histogram of success probabilities
even after gauge averaging in panel D of figure 2.

We finally investigate the scaling of the annealing ef-
fort with problem size N and start by showing, in panel
A of figure 6, the times needed for three exact classical
optimisation algorithms: akmaxsat [23], the biqmac al-
gorithm [24] used in the spin glass server [25], belief prop-
agation [26] and a related optimized divide-and-conquer
algorithm. These algorithms take seconds for our prob-
lems with N = 108 spins, but hours to days (or run out
of memory) for N = 512 spins. This is orders of magni-
tude longer than the D-Wave device and the simulated
annealers, but in contrast to the annealers these exact
algorithms can prove optimality, and were used to verify
our SA, SQA, and QA results. Since the tree width of
the Chimera graph scales as

p
N (figure 1) exact solvers

making use of the graph structure are expected to scale
asymptotically no worse than exp(c

p
N), as indeed ob-

served in figure 6, panel A. Similar scaling is observed
also for SA and SQA (panels D and E).

For the D-Wave device we only take into account the
intrinsic annealing time and not overhead from program-
ming the couplers and readout of the results. We cal-
culate the total annealing time Rtanneal, defined as the
product of the annealing time tanneal of one annealing
run multiplied by the number of repetitions R needed to
find the ground state at least once with 99% probability.
From the success probability s we calculate the required
number of repetitions R

p

= log(1 � p)/ log(1 � s), with
p = 0.99.

In panel B of figure 6 we show not only the scaling
of the typical (median) instance but various quantiles of
hardness from the easiest (1% quantile) to the hardest
(99% quantile) problems on the D-Wave device. For the
1% quantile we find constant annealing time: the proba-
bility to reach the ground state in a single annealing run
is larger than 99%. The rapid increase of the higher quan-
tiles is due to calibration issues that cause problems for
a fraction of problems. It can be expected that on the
next generation device with improved calibration these
quantiles will be substantially reduced.

Focusing on the median we see only a modest increase
in total annealing time from 5 µs to 15 µs, corresponding
to three repetitions of the annealing. While an extrap-
olation of the observed experimental scaling is tempt-

S. Boixo et al, arXiv:1304.4595 [quant-ph] 



Why is quantum computing powerful? 

| i = ↵|0i+ �|1i
•  The qubit can exist in a superposition of its two states  

•  Consider N qubits 

| i = (↵1|0i+ �1|1i) (↵2|0i+ �2|1i) · · · (↵N |0i+ �N |1i)
= (↵1↵2 · · ·↵N )|00 · · · 0i+ (↵1�2 · · ·↵N )|010 · · · 0i+ · · ·

2N states! 

•  “Quantum parallelism”: 2N inputs processed simultaneously. However, 
when we read out the answer only one output survives.   

Processing 
a1|output 1i+ a2|output 2i+ · · · a2N |output 2N i

Some problems such as factorization, searching  

disordered databases, etc can be solved much faster in QC  


