
Deep-Sea Research I (2007)54(6) p.939–950.
c©2007 Elsevier B.V. All rights reserved.

Trace gas disequilibria during deep-water formation

Roberta C. Hamme∗

School of Earth and Ocean Sciences, University of Victoria,
P.O. Box 3055 STN CSC, Victoria, BC V8W3P6, Canada

Jeffrey P. Severinghaus
Scripps Institution of Oceanography, University of California San Diego,

9500 Gilman Drive, Dept 0244, La Jolla, CA 92093-0244, USA

Abstract

We present high-precision measurements by a new iso-
tope dilution technique of a suite of inert gases in the
North Pacific. Remarkably smooth gradients in Ar, Kr
and Xe from near equilibrium in intermediate waters to
several percent undersaturated in deep waters were ob-
served. The general pattern in the deepest waters was
that Ar, Kr and Xe were undersaturated (Ar least and Xe
most), while N2 was close to equilibrium, and Ne was su-
persaturated. We propose that this pattern was produced
by the interaction between the different physical proper-
ties of the gases (solubility and the temperature depen-
dence of solubility) with the rapid cooling and high wind
speeds that characterize deep-water formation regions. In
a simple model of deep-water formation by convection,
the saturations of the more temperature-sensitive gases
were quickly driven down by rapid cooling and could not
reequilibrate with the atmosphere before the end of the
winter. In contrast, the gas exchange rate of the more
bubble-sensitive gases (Ne and N2) was able to meet or
exceed the drawdown by cooling. Our simple convection
model demonstrates that the heavier noble gases (Ar, Kr
and Xe) are sensitive on seasonal timescales to the com-
peting effects of cooling and air-sea gas exchange that
are also important to setting the concentration of CO2 in
newly formed waters.
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1 Introduction

In this paper, we present full-depth profiles of five in-
ert, dissolved gases measured in the subtropical North
Pacific. Argon, Kr and Xe have been measured by a new
isotope dilution method and demonstrate previously un-
known trends with depth. Our focus here is to explain the
pattern in gas saturation observed in the deepest waters,
where some gases are undersaturated and others supersat-
urated. (Saturation refers here to the percent difference
between the actual concentration of a gas and the concen-
tration at equilibrium with the atmosphere for the poten-
tial temperature and salinity of the water.)

One motivation for measuring inert gases is that they
may provide a constraint over the efficiency of the carbon
solubility pump (Archer, 2003), in which cooling waters
create undersaturations that drive CO2 uptake. These un-
dersaturations occur because CO2 and most other gases
are more soluble at colder temperatures, within the range
0–40oC. The non-anthropogenic CO2 sink observed in the
North Atlantic has been partially attributed to this solu-
bility pump (Takahashi et al., 1995), and modeling stud-
ies have shown that rapidly cooling waters do not fully
equilibrate with the atmosphere because of the slow ki-
netics of air-sea CO2 exchange (Sarmiento et al., 1995;
Toggweiler et al., 2003). Considerable differences ex-
ist among models in their treatment of the solubility
pump (Archer et al., 2000), which adds uncertainty to
their predictive capabilities, particularly in the response
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of carbon uptake to changing ocean circulation and in the
cause of glacial/interglacial CO2 changes. Determining
the strength of the solubility pump directly from observa-
tions of carbon is a challenge, due to the strong biologi-
cal overprint of photosynthesis and respiration. We argue
here that the undersaturation observed in the heavier in-
ert gases is caused by rapidly cooling waters that do not
fully equilibrate with the atmosphere, a key factor in the
inefficiency of the carbon solubility pump.

It has been recognized for some time that the proper-
ties of inert gases give them the potential to act as power-
ful tracers of physical processes in the ocean (Benson and
Parker, 1961; Bieri, 1971; Craig and Weiss, 1971). Re-
cent analytical improvements are allowing geochemists
to take better advantage of the information recorded by
these tracers, the power of which arises from the range
in physical properties among the gases. The properties of
the noble gases we measured follow a clear progression
from the light (Ne) to heavy (Xe) gases, with the heavier
gases being generally more soluble and having a greater
temperature dependency to their solubilities (Figure 1).
Nitrogen is a special case; its solubility is more similar to
that of Ne, while its degree of temperature dependence is
very similar to that of Ar (Hamme and Emerson, 2004b).

Colder water can hold more of these dissolved gases at
equilibrium with the atmosphere, so cooling will act to re-
duce the saturation of these gases. The more rapidly a wa-
ter mass cools, and the more sensitive a specific gas is to
temperature, the more unlikely that air-sea gas exchange
will be able to counteract cooling and return the gas sat-
uration to equilibrium. Therefore, we expect the satu-
rations of the heaviest, most temperature-sensitive gases
(Xe and Kr) to be most affected by rapid temperature
change.

When breaking waves push bubbles of air beneath the
surface, the partial pressure gradient from the gas in the
bubble to the dissolved gas in the water is increased.
This increased gradient usually causes a flux into the
water, and may cause the gases to be supersaturated at
steady-state (Fuchs et al., 1987; Jenkins, 1988; Woolf and
Thorpe, 1991). Bubble-mediated gas exchange, particu-
larly from smaller collapsing bubbles, will increase the
saturation of the low solubility gases more, because the
amount of these gases already dissolved in the water is
quite small (Figure 1c). In our suite, the saturations of the
least soluble gases (Ne and N2) will be most affected by

bubbles.
A change in atmospheric pressure affects the partial

pressure gradient between the atmosphere and the ocean,
and should affect all the dissolved gases equally. Many
deep-water formation sites are characterized by persistent
low barometric pressure, such as the Icelandic Low and
the low around Antarctica. We reference gas saturations
to 1 atm of pressure, so an atmospheric low will cause
dissolved gases in equilibrium with that atmosphere to ap-
pear undersaturated.

In this paper, we compare our deep-water observations
with a model of how convection in the Labrador Sea
would be expected to affect dissolved gases. Only a very
small component of deep Pacific water likely forms in
the Labrador Sea, but extensive observations of this area
(Lab Sea Group, 1998) have helped us to create a simple
model that captures the first order effect of convection on
gases. We use this model more as a thought experiment
for investigating the dissolved gas pattern that may be pro-
duced by deep convection, not because we would expect
a model of Labrador Sea convection to exactly reproduce
the gas saturations measured in the deep Pacific. Previous
measurements of Ne, N2, and Ar in the deep Atlantic do
show the same pattern we observe in the deep Pacific with
Ne supersaturated, N2 close to equilibrium and Ar under-
saturated (Hamme and Emerson, 2002), so the observed
pattern in the deep Pacific may hold throughout the deep
ocean.

2 Analytical Methods

We measured depth profiles of Ar, Kr and Xe concen-
trations by a new method on samples collected at sta-
tion ALOHA (22o45′N 158oW) in August 2004 (HOT
162, Fujieki et al. (2006)). Station ALOHA is located in
the central region of the North Pacific Subtropical Gyre,
about 100 km north of Oahu (Karl and Lukas, 1996). N2

concentrations were derived from a N2/Ar profile mea-
sured in June 2001 at the same location (HOT 127, Fujieki
et al. (2004)) and the Ar concentrations measured in Au-
gust 2004. Neon concentrations were also measured on
the June 2001 cruise. While surface saturations for these
two cruises are not directly comparable, we do not expect
and have not observed seasonal variability in deep Ne or
N2/Ar saturations (Hamme, 2003).
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Figure 1: (a) Liters of pure gas at 1 atm that will dissolve in 1L seawater at the given temperature (Bunsen solubilities).
(b) The change in gas saturation that will result from a givenwarming or cooling of 5oC seawater. This example
does not take gas exchange processes into account. (c) Illustration of why bubble-mediated gas exchange affects the
saturation of low solubility gases more.

The new method measures total Ar concentration by
isotope dilution, and Kr and Xe concentrations by ratio
with Ar. At sea, water was sucked from Niskin bottles into
evacuated, 160-mL, glass flasks until they were half full.
Back at the lab, the water was equilibrated with the flask
headspace at a constant temperature, resulting in>90%
of the formerly dissolved gases moving to the headspace.
After equilibration, the water was drained leaving the gas
phase undisturbed. (See Emerson et al. (1999) for a full
description of the sampling and equilibration methods.)
The gas sample was then transferred through a trap im-
mersed in -100oC ethanol to remove water and frozen
into a long dip tube immersed in liquid helium. Helium in
the sample is not quantitatively collected by this method.
Next, the reactive gases (largely N2 and O2) were re-
moved by exposure to a 900oC Zr/Al gettering material
(SAES Getters St101). The remaining noble gases were
frozen into a new dip tube immersed in liquid helium.
An aliquot of 38Ar spike and an amount of N2 (Airgas,

99.999% purity) equal to ten times the noble gas pressure
were then frozen into the same dip tube to combine the
gases. After warming of the sample tube to room temper-
ature and several hours of sample homogenization,36Ar-
38Ar-40Ar isotopes were simultaneously measured on a
Finnigan MAT 252 stable isotope ratio mass spectrometer,
followed by84Kr/36Ar and132Xe/36Ar ratios measured by
peak jumping. (See Severinghaus et al. (2003) for a full
description of the gas purification and mass spectrome-
try methods.) We estimate the precision of our method
from the pooled standard deviation of the duplicate field
samples collected at all depths. This precision was 0.15–
0.17% for all three gases, with the precision of the gas
ratios better at 0.04% for Kr/Ar and 0.07% for Xe/Ar.

The bulk of the38Ar spike used in this method (Oak
Ridge National Laboratory,>95% isotopic enrichment)
was held at a pressure of almost 1 Torr (125 Pa) in a
1800-mL stainless steel standard can with two bellows
valves that formed a 1.2-mL aliquoting pipette (Severing-
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Table 1: Magnitudes of the possible systematic offsets in the method

Possible source of error Nominal size and error Effect on saturation

Ar Kr Xe

Baratron pressure gauge 600± 0.9 Pa 0.15% 0.15% 0.15%

Ar solubility ± 0.13% 0.13% - -

Kr solubility ± 0.45% - 0.45% -

Xe solubility ± 2% - - 2%

Ar spike abundances ± 0.52% - 0.19% 0.19%

Ar mole fraction in air 0.9343± 0.0006% - 0.05% 0.05%
40Ar/38Ar ratio of standard ± 0.5% - 0.05% 0.05%

mass spec background -0.49± 0.13mV - 0.02% 0.5%

The following possible sources of error were judged to have a0.02% or less effect on gas saturations: Kr & Xe mole

fractions in air, sample preservation, flask volume, sample mass, thermometer calibration, Ar isotope fractionation,

gas non-ideality during spike addition, and natural isotopic abundances.

haus et al., 2003). We achieved better reproducibility in
the addition of spike aliquots to the samples by immers-
ing the can and aliquoting pipette in a water bath to keep
them at the same temperature. The amount of spike deliv-
ered in the aliquots was calibrated by reverse isotope dilu-
tion, a procedure in which a sample is used to calibrate the
concentration of an isotopic spike. The pressure and tem-
perature of dry air, collected either outside as described
in Severinghaus et al. (2003) or from a specially prepared
tank, was measured in a known volume immersed in a
water bath to provide temperature stabilization. Moles of
air used in the reverse isotope dilution procedure could
then be calculated from the ideal gas law. These precise
amounts of air were mixed with spike aliquots, processed,
and analyzed as normal samples.

We evaluated the accuracy of the method by consider-
ing the possible sources of uncertainty that could have led
to systematic offsets in our measurements (Table 1). We
calibrated the 10 Torr pressure gauge (MKS Instruments
121AA-00010A Baratron) used to determine the pressure
of the air for reverse isotope dilutions using the vapor
pressure of water at the triple point (Lide, 2002). Based on
multiple calibrations and the capabilities of these gauges,
we think we were able to achieve an accuracy of±0.15%
in the pressure measurement. Errors in the known solubil-

ities of these gases have a direct effect on the saturation
values. The use of reverse isotope dilution to calibrate the
38Ar spike and the forward isotope dilution to measure
the samples caused many of the possible sources of error
to cancel for Ar but not for Kr and Xe. Uncertainty in
the background value for the Faraday Cup detector used
to measure Xe had an important effect. The Xe/Ar ra-
tio in air is small and 3-4 times smaller than in seawater,
which resulted in low raw voltages measured for air stan-
dards (17-18mV for132Xe). We estimated that this may
have caused up to a±0.5% offset in our Xe measurements
for HOT 162, but that we will be able to reduce this in the
future with enhanced standardization protocols. We could
not detect an effect due to non-linearities in the mass spec-
trometric measurement of the very different gas ratios in
the air standards and in the water samples.

Water samples for Ne and N2/Ar were collected in a
similar way in 2001. Neon concentrations were measured
by isotope dilution using a22Ne spike and a quadrupole
mass spectrometer (Hamme and Emerson, 2004a). Nitro-
gen/argon ratios were measured on a Finnigan MAT 251
stable isotope ratio mass spectrometer at the University of
Washington (Emerson et al., 1999). Errors were estimated
at±0.17% precision and±0.18% accuracy for the Ne sat-
uration and±0.08% precision and±0.01% accuracy for
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the N2/Ar ratio (Hamme and Emerson, 2006).
Gas saturations in this paper are calculated from the po-

tential temperature and salinity of the sampled water and
the solubility curves of Hamme and Emerson (2004b) for
Ne, N2 and Ar, and Weiss and Kyser (1978) for Kr. The
solubility of Xe in seawater is not well known. Wood and
Caputi (1966) measured Kr and Xe solubility at three tem-
peratures in fresh and saltwater. Their freshwater Xe val-
ues were generally several percent higher than those mea-
sured by Benson and Krause (1976). Several percent dif-
ferences also exist between the Wood and Caputi (1966)
Kr solubility measurements and those of Weiss and Kyser
(1978) and Benson and Krause (1976). Using a curve
fit to the Wood and Caputi (1966) Xe data (Hamme and
Emerson, 2004b), we found that Xe saturations calculated
for our HOT 162 data were much lower than the results
from the other gases would have suggested, based on the
temperature sensitivity of the different gases. To bring the
Xe saturations in-line with the other gases, we decreased
the Wood and Caputi (1966) solubility curve by 2.0% to
calculate Xe saturations. We plan to redetermine the Xe
solubility curve in the near future to improve the accu-
racy of Xe saturation measurements. Supersaturations in
this paper are referenced to an atmospheric pressure of 1
atm, including the vapor pressure of water saturated at the
potential temperature of the water sample.

3 Data

In the deep Pacific, at station ALOHA, the gases show a
distinctive pattern with the more soluble and temperature-
dependent gases (Xe, Kr and Ar) being undersaturated
and the less soluble gases (N2 and Ne) being near equi-
librium or supersaturated (Figure 2). At this location,
the salinity minimum characterizing North Pacific Inter-
mediate Water (NPIW) is found at 500m (Bingham and
Lukas, 1996). Water below about 1600m is not venti-
lated within the North Pacific, but rather in the South-
ern Ocean or North Atlantic (Talley, 1997). This is the
depth range at which the gas profiles are the most di-
vergent from each other, suggesting that deep-water for-
mation processes must be affecting each gas quite differ-
ently. Hamme and Emerson (2002) used a quasi-steady-
state box model to show that temperature change and air-
sea gas exchange, by both diffusive and bubble-mediated

mechanisms, were likely the most important controls on
gas distributions during water-mass formation. In this pa-
per, we use a more sophisticated, time-dependent model
of deep convection to explore the source of these patterns
in more detail.
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Figure 2: Depth profiles of Ne, N2, Ar, Kr and Xe su-
persaturations (in %) measured at station ALOHA. Equi-
librium with the atmosphere is indicated by the vertical
line at 0%. Points indicate individual samples while the
lines are the average of duplicates. Individual samples are
not plotted for N2 because these data are a combination
of N2/Ar ratio and Ar concentration measurements from
different cruises and somewhat different depths. Xe su-
persaturations were increased by 2% above the solubility
data of Wood and Caputi (1966).
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Beyond the overall pattern in gas saturations observed
in the deep water, the profiles also show interesting struc-
ture. In the core of the NPIW, Ar and Kr are close to
equilibrium. From 800m to the bottom of the profile,
Ar, Kr and Xe become steadily more undersaturated in
a very smooth trend. This trend is unlikely to be the re-
sult of a sampling artifact that involves progressive alter-
ation of gas concentrations in Niskin bottles on deck, be-
cause the deepest two samples (3800 and 4800m, with the
4800m bottle sampled first) were collected from a differ-
ent cast than the 600-3000m samples (3000m bottle sam-
pled first). This very smooth trend was not observable
with our previous method of measuring Ar saturations,
which combined O2 concentration and O2/Ar ratio mea-
surements to determine Ar concentrations (Emerson et al.,
1999). With that method, low O2 concentrations below
the euphotic zone contributed to larger errors in our titra-
tion measurements of O2, which negatively affected the
Ar precision as well.

Near the surface the gases are supersaturated or near
saturation, with a clear subsurface peak in all the gases at
about 100m. The points at 10 m and 600 m are more un-
dersaturated than the data at nearby depths, possibly due
to a sampling artifact. Both the 10- and 30-m points are
within the mixed layer (40m depth), but the 30-m point is
supersaturated in all the gases. Our duplicates at 10- and
600 m were within normal precision, and a similar Ar iso-
tope dilution method and the original O2/Ar ratio method
also showed unusually low saturations for samples col-
lected from these same Niskin bottles at 10 and 600m (S.
Emerson personal communication). Summertime mixed
layer Ar, measured by the previous O2/Ar method, has
never before been observed to be undersaturated at this
location (Emerson et al., 1997; Hamme, 2003). Oxygen
measurements in the 10m Niskin bottle were also anoma-
lously low. Although we keep Niskin bottles closed until
sampling to prevent contamination by a headspace, both
depths were sampled last on their respective casts and the
600m sample had warmed by almost 10oC. While these
results may indicate some real process at work, we be-
lieve it is more likely that further improvements to our
sampling methods remain to be made.

The primary controls on the deep trend and shallower
features are not yet clear. The subsurface peak at∼100m
is strongest in the saturations of the most temperature-
sensitive gases (Kr and Xe). This peak almost certainly

results from solar heating of the waters beneath the mixed
layer, an effect observed at this location in the summer
for Ne, N2 and Ar (Hamme, 2003), documented for Ar
near Bermuda (Spitzer and Jenkins, 1989), and for Ne in
the South Atlantic and Pacific (Well and Roether, 2003).
Processes that likely play a role in setting gas satura-
tions in the deeper thermocline include surface processes
like rapid temperature change and gas exchange prior to
subduction, mixing along and across isopycnals (Ito and
Deutsch, 2006), and subsurface solar heating of water af-
ter subduction. The relative importance of these remains
to be seen.

4 Model Results and Discussion

We constructed a simple, one-dimensional, time-
dependent model of one winter’s convection in the
Labrador Sea, based on data from the 1996-97 Labrador
Sea Convection Experiment (Lab Sea Group, 1998), to
simulate the effect of deep-water formation processes on
dissolved gases. The model had a well-mixed layer at the
top, which was forced to deepen as it became denser than
the layer beneath it through loss of heat to the atmosphere.
The mixed layer remained relatively shallow until mid-
January, when salinity stratification was overcome and the
water column began to deepen rapidly (Figure 3). Dif-
fusive and bubble-mediated gas exchange were modeled
as independent processes driven by NCEP-modified wind
speeds. Gas saturations were initially set to equilibrium
with 1 atm pressure and allowed to iteratively evolve over
several winters. (See Appendix A for a full description of
the model and initial conditions.)

This model of the evolution in mixed-layer gas satura-
tions over a winter of convection was successful at repro-
ducing the observed pattern of dissolved gases in the deep
ocean (Figure 4a). Bubble fluxes were tuned to repro-
duce the Ne supersaturation, but no other process in the
model was tuned to create a match with the gas observa-
tions. Model mixed-layer supersaturations departed from
their initial equilibrium condition within a few weeks and
were quite variable during the first half of the winter when
the mixed layer was shallow. When convection began
in late January, mixed-layer supersaturations stabilizedas
large quantities of subsurface water were entrained into
the mixed layer.
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Figure 3: Contour plot of the potential temperature (oC)
of the model’s water column over the 1996-97 winter.
The black line shows the mixed layer depth. White rect-
angles show the approximate time that the mixed layer
reached sensor depths at the Bravo mooring (Lab Sea
Group, 1998).

By removing different processes from the model, we
can evaluate their importance in creating the observed
patterns in gas saturation. This approach does not evalu-
ate possible interactions between processes, but given the
small departures from equilibrium, we believe these are
secondary effects. Holding the model atmospheric pres-
sure at 1 atm rather than at the sea level pressure from
the modified-NCEP data caused the final gas saturations
to all be about 1% higher but had no effect on the degree
of separation between the gases (Figure 4b). Preventing
both diffusive and bubble-mediated gas exchange illus-
trates the effect that temperature change alone has on the
gases. This effect was most dramatic in the first half of
the winter when the mixed layer was shallow and cool-
ing rapidly. Final gas saturations were all undersaturated
and displayed a pattern similar to their temperature depen-
dencies (Figure 4c). Preventing the gas saturations from
responding to temperature change had a profound effect
on the temperature sensitive gases. Note the almost com-
plete absence of separation between Ar, Kr and Xe in Fig-

ure 4d, quite unlike the observations. Finally, the rate of
bubble-mediated gas exchange had a profound effect on
the insoluble gases (Ne and N2, Figures 4e-f). When gas
exchange through bubbles was prevented, only a tiny sep-
aration between Ar and N2 was observed, again unlike the
observations. A small amount of separation between Ne
and Ar was still present without bubbles, because of these
gases’ different temperature dependencies. Doubling the
bubble-mediated gas exchange rate resulted in very large
increases in Ne and N2.

This model demonstrates the predominant influence of
rapid cooling and bubbles in producing the pattern of
gas saturations we observe in the deep ocean. Diffusive
gas exchange is important in modulating the influence
of these other processes by forcing gas saturations back
toward atmospheric equilibrium. Both low atmospheric
pressure and rapid cooling are capable of causing gases to
become undersaturated, but only rapid cooling can cause
the percent level separation between Ar and Kr supersat-
urations that we observe. Local atmospheric pressure can
be expected to alter the saturations of all the gases equally,
but not to affect their ratios. The large separations ob-
served between N2 and Ar and between Ne and Ar super-
saturations in deep waters demonstrates the importance of
bubble-mediated gas exchange in setting the gas concen-
trations in the deep sea. Injection of bubbles is the only
known process involved in open ocean convection that can
create the separation between N2 and Ar. Denitrification
can also increase N2 levels relative to Ar, but this process
is limited to low O2 regions (Codispoti et al., 2001).

While rates of cooling, wind speeds, and stratification
will vary between areas of water mass formation, we ex-
pect convection anywhere to produce similar patterns in
these gases with Xe being most undersaturated, through
Kr, Ar, and N2, to finally Ne being most supersaturated.
We have not considered the effects of ocean-ice interac-
tions in this model. The melting of ice shelves, such as
in the southern Weddell Sea, is expected to impart a sig-
nature identical to complete bubble dissolution caused by
breaking waves (Schlosser et al., 1990; Rodehacke et al.,
2006; Severinghaus and Battle, 2006). We cannot dis-
tinguish between ice shelf melting and bubble-mediated
air-sea gas exchange by gas observations alone. Freez-
ing and melting of sea-ice may also have an impact on
gas supersaturations (Hood, 1998; Hamme and Emerson,
2002). We argue that sea-ice meltwater would largely
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remain in a near surface layer that would have reequili-
brated with the atmosphere by the end of summer. Ice
formation in perennial ice-covered lakes has been shown
to create intriguingly large deviations from equilibrium in
dissolved gases (Hood et al., 1998). The magnitude of the
effect on the open ocean is still uncertain (Postlethwaite
et al., 2005; Well and Roether, 2003), but may be impor-
tant where brine rejected from sea-ice freezing contributes
to deep-water formation.

5 Conclusions

Our observations and model demonstrate that dissolved
inert gases have the potential to be effective tracers of
rapid cooling and air-sea gas exchange processes and may
therefore have high utility for understanding gas dynam-
ics during water mass formation. The model strongly sug-
gests that the differences between the gases, rather than
saturations of individual gases, will be most useful to con-
straining processes, because the differences are little af-
fected by variable atmospheric pressure. We have shown
that highly precise measurements of these gases can now
be made at the 0.1–0.2% level. At present, high quality
measurements of these gases have been made in very few
locations around the world.

One of the benefits we see in making further measure-
ments of these gases is in creating a dataset that can be
used to constrain the efficiency of the solubility pump in
ocean models. Krypton and Xe respond strongly to cool-
ing and very little to bubbles, and so, despite solubility
differences, these gases may be the best analogues for
carbon dioxide, which is also temperature but not bub-
ble sensitive. In this paper, the observed patterns of in-
ert gases in the deep ocean have been explained using
a purely seasonal model of wintertime convection in the
Labrador Sea. The air-sea equilibration timescale of these
inert gases is slow enough that the seasonal cycle can cre-
ate several percent departures from equilibrium, but their
equilibration timescale is still an order of magnitude faster
than that of carbon dioxide. The degree to which inert
gases can capture the dynamics of the carbon solubility
pump will be controlled both by the importance to carbon
dioxide of the seasonally-driven cooling during the winter
just prior to subduction and by the extent to which inert
gases are affected by cooling during sequential winters as

water is transported to deep-water formation sites.

A Model Description

The model began with a temperature/salinity profile mea-
sured on October 26, 1996 at 56.76oN 52.35oW near
the Bravo mooring. At this point, the mixed layer was
warm (5.2 oC) and fresh (34.56 PSS), overlying rem-
nant Labrador Sea Water (LSW) that was colder (2.7–
3.1 oC) and saltier (34.84 PSS). At each 6-hour time
step, the heat content of the slab mixed layer was ad-
justed based on the sum of short-wave, long-wave, sen-
sible, and latent modified-NCEP heat fluxes (Figure 5a),
obtained for this time period from G.W.K. Moore (Ren-
frew et al., 2002; Moore and Renfrew, 2002). Entrain-
ment was forced when the density at the base of the
mixed layer exceeded that of the layer directly below (1-
m vertical resolution). For simplicity, shear-induced mix-
ing and eddy diffusivity were not included in the model,
though runs using the Price-Weller-Pinkel model (Price
et al., 1986) suggested that including this process would
not have changed our results significantly. We increased
the total heat flux by 30% in order to match observed
convection depths at the Bravo mooring (Lab Sea Group,
1998). Heat budgets from profiling floats also suggested
that surface heat losses were greater than the modified-
NCEP fluxes (Lavender et al., 2002; Steffen and D’Asaro,
2002). Reducing heat losses in the model to the Moore
modified-NCEP levels resulted in shallower mixed layers
and about half a percent higher final gas saturations but
no change in the observed pattern of gas saturations. The
simplifying assumption that the solar flux is confined to
the mixed layer is justified by mixed layer depths greater
than 85m throughout the model run and by low light lev-
els. As the buoyancy effects of precipitation and evapo-
ration seem to approximately balance in this region (Lab
Sea Group, 1998), we made no surface flux adjustments
to the salinity.

Diffusive gas exchange was calculated from the Moore
dataset wind speed (Figure 5b) using the Nightingale et al.
(2000) parameterization. We included sea level pressure
(Figure 5c) in calculating the expected equilibrium gas
concentrations, but not the effect of a cool skin (Robertson
and Watson, 1992). Bubble-mediated gas exchange was
treated as a separate process whose rate was proportional
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Figure 5: (a) Heat fluxes used to drive the model from the
Renfrew et al. (2002) modified-NCEP fluxes, multiplied
by 1.3. (b) Wind speeds (in m/s) and (c) sea level pressure
(in atm) from the same dataset, used to determine diffu-
sive gas exchange rates.

to the cube of the wind speed (Asher and Wanninkhof,
1998).

Bubble f lux = Vin j ∗χC ∗ (u−2.27)3 (1)

whereVin j is a tunable parameter controlling the overall
bubble flux rate,χC is the atmospheric mole fraction of
some gas C, andu is the wind speed in m/s. Bubble fluxes
were assumed to be zero at wind speeds less than 2.27
m/s, though these times were rare. Because the lack of
observational gas data from this region does not justify a
more complex bubble model for this simple thought ex-
periment, we have assumed that the bubbles completely
collapsed, injecting all of their contents into the water.
Mass balance studies have shown that at least half of the
bubble-mediated exchange of Ar in subtropical gyres oc-
curs though completely collapsing bubbles (Hamme and
Emerson, 2006; Stanley et al., 2006). High downward
velocities observed by lagrangian floats in the Labrador
Sea may force even more bubbles to depths at which they
completely dissolve (Steffen and D’Asaro, 2002). The
Vin j parameter was tuned to best reproduce the Ne su-
persaturation that we observed in the 3000-4600m range
near Hawaii. Allowing half of the bubble-mediated gas
exchange to occur through a large-bubble-dominated ex-
change mechanism (Hamme and Emerson, 2002), did not
affect the pattern of gas saturations produced by the model
and only raised the final saturation of the least bubble sen-
sitive gases by about half a percent. The mean rate of bub-
ble injection over the winter was 1.7 L air/m2/d (median
1.3 with storm episodes up to 12 L air/m2/d). For com-
parison, this rate was within a factor of two of the bubble
fluxes derived by Hamme and Emerson (2006) and Emer-
son et al. (1995) for the subtropical North Pacific and by
Stanley et al. (2006) and Spitzer and Jenkins (1989) for
the subtropical North Atlantic.

The model run started in late October with gases at
equilibrium with 1 atm pressure. In the mixed layer, the
influence of this initial condition was erased within a few
weeks. However, the initial gas saturations of the deeper
waters, which were entrained as the water column con-
vects in late winter, had an important effect on the final
gas saturations of the water column. To reduce the im-
portance of the gases’ initial condition, we ran the model
iteratively over eleven winters to reach a steady condition.

There is an additional complication, because the deeper
water in the Labrador Sea at the beginning of the win-
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ter is not only a product of the previous winter’s convec-
tion. During the summer, warmer and saltier Irminger Sea
Water (ISW) is mixed into the interior of the Labrador
Sea from boundary currents (Cuny et al., 2002), altering
the deep and uniform layer produced during the previous
winter. To estimate the extent of this intrusion, we com-
pared the initial temperature profile at the beginning of
the winter with the final profile at the end of the winter,
and calculated at each depth the mixing ratio of new ISW
(4.5oC) and water from the end of the previous winter’s
convection. Given these mixing ratios, we then calcu-
lated new initial conditions for the gases by assuming that
new ISW had gas concentrations in equilibrium with the
atmosphere, while the water from the previous winter’s
convection had gas saturations calculated by the previous
year’s model run. Wintertime cooling of water moving
northward in the North Atlantic (McCartney and Talley,
1982) may cause this intruding ISW to be undersaturated
with respect to the more temperature-sensitive dissolved
gases, but we make here the simplest assumption possible
that the gases are in equilibrium.

The temperature-based calculation of mixing ratios and
the assumption of gas equilibrium in the ISW are weak
points in the model. However, neither issue had an effect
on the patterns of the gas saturations, our main focus in
this paper. Both points are important to the amount that
gas saturations rebound towards equilibrium in the latter
half of the winter and are therefore important to the final
saturations of individual gases predicted by the model.
No addition of ISW resulted in final gas saturations that
stayed near their early January levels, while resetting the
entire water column to equilibrium with the atmosphere
resulted in final saturations that were about half of our
control run.
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