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ABSTRACT. We study cocycles of compact operators acting on a
separable Hilbert space, and investigate the stability of the Lya-
punov exponents and Oseledets spaces when the operators are sub-
jected to additive Gaussian noise. We show that as the noise is
shrunk to 0, the Lyapunov exponents of the perturbed cocycle
converge to those of the unperturbed cocycle; and the Oseledets
spaces converge in probability to those of the unperturbed cocy-
cle. This is, to our knowledge, the first result of this type with
cocycles taking values in operators on infinite-dimensional spaces.
The infinite dimensionality gives rise to a number of substantial
difficulties that are not present in the finite-dimensional case.

1. INTRODUCTION

A question of paramount importance in applied mathematics is: How
to tell if the conclusions derived from a model indeed capture relevant
features of an underlying system? Stability results address this question
by giving conditions under which small changes in a model produce only
small changes in the outcomes of the analysis.

In the last decade, multiplicative ergodic theory has been developed
in the so-called semi-invertible setting (that is the setting in which the
underlying base dynamics are assumed to be invertible, but no invert-
ibility assumptions are made on the matrices) [11, 12, 14, 15]. This
enables a fine analysis of time-dependent or driven dyanamics, where
the driving is invertible, but the phase space dynamics need not be
invertible. Driven linear dynamics, modelled by cocycles of (possibly
non-invertible matrices or non-injective linear operators) fits into this
framework, but one may also consider a variety of linearisations of
driven nonlinear dynamics. An important linearisation is the replace-
ment of a nonlinear dynamical system on a finite-dimensional phase
space with its transfer operator describing the linear action of the dy-
namics on real- or complex-valued functions of the phase space. This
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linearisation provides a useful mathematical tool to numerically anal-
yse phase space transport in time-dependent nonlinear systems, such
as models of (driven) geophysical flows [13].

The Lyapunov spectrum of the linear (or linearised) cocycle quanti-
fies the magnitudes and timescales of growth and decay in the driven
dynamics, and the corresponding so-called Oseledets spaces determine
the modes in which this growth or decay occurs. From a modelling per-
spective, it is important to know that Lyapunov spectral analyses of
models are robust to model errors and to numerical errors. That is, do
the Lyapunov exponents and Oseledets spaces — obtained using either
mathematical models or observational data, both of which contain er-
rors — correspond to real features of the driven system? Further, are the
Lyapunov exponents and Oseledets spaces insensitive to the inevitable
numerical approximation errors in the numerical schemes required to
extract these ergodic-theoretic objects from models or observational
data?

The aim of this work is to provide an initial step in establishing con-
ditions for the stability of Lyapunov exponents and Oseledets spaces,
the essential components underlying multiplicative ergodic theory, in
an infinite-dimensional context. The infinite dimensionality aspect
is crucial for stability results for driven linear dynamics on infinite
phase spaces and to eventually encompass the setting of transfer op-
erators and other infinite-dimensional linearisations. In the infinite-
dimensional context, and aside from works focusing exclusively on the
i.i.d. perturbation (noise) setting, stability results have only been es-
tablished either (i) under uniform hyperbolicity assumptions on the
underlying cocycle, which for example cover the case of random per-
turbations of a fixed map [1, 6]; or (ii) for the top (first) component of
the splitting, in the context of transfer operators [9], where the leading
Lyapunov exponent is always 0, corresponding to a random fixed point.

Early results concerning stability of Lyapunov exponents for finite-
dimensional (matrix) cocycles include [23, 18, 19, 16]. In the setting of
invertible matrix cocycles, the closest results to this work are due to
Ledrappier, Young and Ochs [24, 21, 22]. The difficulty of the stability
problem at hand, even in the finite-dimensional setting, is highlighted
by the existence of negative stability results for Lyapunov exponents
of matrix cocycles [3, 4], which show that for non-uniformly hyperbolic
cocycles, carefully chosen arbitrarily small perturbations may collapse
the entire spectrum of Lyapunov exponents to a single exponent. In this
finite-dimensional setting, the stability problem remains an active topic
of research, and related recent results include [5, 2]. In the setting of
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semi-invertible matrix cocycles, the authors established stability results
under stochastic perturbations in [10, §].

In this paper, we study cocycles taking values in compact operators
on a separable Hilbert space. The unperturbed cocycle is assumed
to be strongly coercive, with exponentially-decaying transmission be-
tween higher order modes, so that the leading Oseledets spaces tend
to be concentrated on low order modes. This issue of the cocycle
sending an arbitrarily high-order mode to a low-order mode does not
arise in the finite-dimensional setting. Additionally, unlike the finite-
dimensional case, there is no natural Lebesgue-like measure on the
infinite-dimensional space of perturbations. Hence as our model of
noise we use additive Gaussian perturbations. The Gaussian nature of
the perturbations allows for unbounded changes, and is also convenient
for calculations. In order to maintain the noise as a small perturbation,
the Gaussian perturbations are required to have stronger exponential
decay than the unperturbed cocycle. We regard the model as a nat-
ural generalisation of the finite-dimensional Ledrappier-Young setting
to infinite dimensions.

The main results of the paper, Theorems A and B, yield, respec-
tively, convergence of Lyapunov exponents and Oseledets spaces of the
randomly perturbed cocycles. The method of proof of stability of Lya-
punov exponents builds on the work of Ledrappier and Young [21],
which dealt with Lyapunov exponents in invertible matrix cocycles, as
well as on our recent work [10], which had to handle the complications
arising from non-invertibility of the matrices. Section 2.2 presents ex-
amples for which Theorems A and B apply.

2. THE MODEL AND PRINCIPAL RESULTS

Throughout the paper o: 2 — €2 is an invertible measurable trans-
formation, P is an ergodic invariant probability measure, and H is a
separable Hilbert space with basis ey, es, . . ..

The Hilbert-Schmidt norm is [|Al[fs = >, (Ae;,e;)*. Define a
stronger norm: [[Al3ys = >, ; 2249 (Ae;,e)2. We frequently think
of operators with bounded HS norm as infinite matrices where the en-
tries are square-summable. We write HS for the collection of Hilbert-
Schmidt operators on H (those operators, A, satisfying ||Al|ns < 00),
and SHS for the collection of strong Hilbert-Schmidt operators (those
operators satisfying || Al/sns < 00).

We write A% for the unperturbed cocycle: A" = Agn-1,--- Ao,
and call A: €2 — SHS the generator of the operator cocycle. Through-
out the article, A will denote the random Hilbert-Schmidt operator
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with independent normal entries with mean 0 and where the (7, j) en-
try has standard deviation 3(*7). Write v for the measure on SHS
corresponding to this distribution. We apply a sequence of indepen-
dent perturbations A = (A,),ez, where each A, has the distribution
above. For w lying in the base space, we denote by @ the pair (w, A)
specifying the point of the base space and the sequence of perturba-
tions. The space of such pairs is denoted by 2, and is equipped with
the transformation & = o x s, where s is the left shift on the sequence
of perturbations and the ergodic invariant measure P = P x v%. The
perturbed cocycle is parameterized by € (a measure of the size of the
perturbation) and defined by

Aefﬁn) = (Ao'”*lw + EAn—l) o (Aw + EAO)'

Theorem A. Let o: Q — Q be an invertible measurable transforma-
tion and let P be an ergodic invariant probability measure for o. Let
H be a separable Hilbert space and let A: €2 — SHS be the generator of
an operator cocycle satisfying [log || A,llsus dP(w) < co.

Let Q, & and P be as defined above. For each parameter € > 0, define
a new cocycle A: Q — SHS over & with generator A(@) = A(w)+ely.
Then the Lyapunov exponents of A€ (listed with multiplicity) converge
to those of A as € — 0.

Theorem B. Assume the hypotheses and notation of Theorem A. Let
the (at most countably many) distinct Lyapunov exponents of the co-
cycle A be \y > Ay > ... > —o00, with corresponding multiplicities
dy,ds,.... Let the corresponding Oseledets decomposition be SHS =
Yiw)@dYs(w)®.... Let Dy =0, D; =dy + ...+ d; and let the Lya-
punov exponents (with multiplicity) be 0o > py > s > ... > —00, S0
that My = )\z Zf D, < j < D,.

Let U; = (A — a, A\; + ) be a neighbourhood of A\; not containing
any other exponent of the unperturbed cocycle. Let €y be such that for
each € < €y and each D;_; < j < D;, the j™ Lyapunov exponent %
of the perturbed cocycle satisfies pj € U;. For € < €, let Y (@) denote
the sum of the Oseledets subspaces of A having exponents in U;. Then
Y (@) converges in probability to Yi(w) as e — 0.

For A > 1, we let Dy, be the diagonal matrix whose (i,7) entry is A ™.
Formally we can write the random operator A from Theorem A as
D3 NDs, where N is a countably infinite square matrix of independent
standard normal random variables.

Throughout the remainder of the paper there will be numerous con-
stants. We will mostly just use the symbol C' to indicate a constant,
where C' may refer to different constants at different places, even in
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the same proof. That is, whenever we write C, we refer to a quantity
that may depend on k (the number of exponents that we aim to con-
trol), and on the underlying dynamical system, but not on €, the size of
the perturbations. The exception to this will be some of the principal
propositions where estimates are collected for assembly in Section 9. In
these propositions, constants will be numbered according to the propo-
sition in which they are found, so that (34, for example, is defined in
Lemma 34.

2.1. Discussion of proof strategy. The strategies in all three pa-
pers, [21, 10] and this one, are similar in spirit: The idea is to split
long sequences of matrices observed along the cocycle into good and bad
blocks, depending on whether or not the long term behaviour of the co-
cycle corresponds to the observed behaviour within the block, and then
handle carefully the concatenations. However, at the technical level,
there are substantial complications in this new infinite-dimensional set-
ting, arising from the need to handle wild perturbations occurring in
possibly higher and higher modes.

As in the previous works [22, 10], the stability of Oseledets spaces is
deduced from the stability of the Lyapunov exponents, but the strategy
of the proof here is different. The approach of Ochs [22] applies only to
invertible matrices, and the proof is essentially finite-dimensional. The
core of the argument is: if the perturbed slowest Oseledets spaces were
often far from its unperturbed counterpart, the contribution to the bot-
tom exponent of the perturbed system on this part of the base space
would be at least A\;_1. Hence, convergence of the exponents implies
the perturbed and unperturbed slow spaces are mostly nearby. This
is basically an expectation argument. Subsequent Oseledets spaces
are similarly controlled using exterior powers. The approach of [10]
in the context of not necessarily invertible matrices relies on the use
of Mébius transformations or graph transforms. The essence of the
argument is one fixes all of the perturbations to the matrices other
than the perturbation at time —1. Since there is exponential contrac-
tion in a cone around the unperturbed fast space (that is the span of
the k-dimensional Oseledets spaces with largest Lyapunov exponents),
all but a very small set of perturbations at time —1 cause the fast
space to fall into the basin of attraction, and to end up near the un-
perturbed fast space. While this approach would still apply in the
infinite-dimensional case, the new argument of this paper has the ad-
vantages that it is simpler and more general; in particular, it does not
rely on any special structure for the perturbations, such as absolute
continuity, which played a role in [10]. All that is required is that
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the perturbations are small with high probability. The approach in
the current paper goes as follows: If the perturbed k-dimensional fast
space is not close to the unperturbed fast space at time N (where N
is the block size), then the minimum angle between the perturbed fast
space at time 0 and the unperturbed slow space at time 0 has to be
exponentially small. Whenever this happens, there is a growth drop of
the k-dimensional volume of order exp(—(Ax — Ag11)N) over this block.
An expectation argument ensures that this must happen rarely because
otherwise the perturbed A\; would be much less than the unperturbed
Ak

Finally, we briefly describe in more detail the structure of the proof
of Theorem A since there is considerable preparation before we start
the proof. The bulk of the proof is concerned with giving a lower
bound for the sum of the k leading perturbed exponents, that is the
maximal logarithmic growth rate of k-volumes. Given €, one defines
a block length, N ~ |loge|. For a large n, we estimate the top expo-

nents of the product AeglN), a perturbed block of length n/N. First,
we replace the (sub-additive) logarithmic k-volume growth, =Z(-) by
a related approximately super-additive quantity, ék() (Sections 7 and
8). We use this super-additivity to split Aﬁé"N) into good super-blocks
(of length a multiple of N) and bad blocks (of length N — 2), that
is Zp(ATYY > 240Ny > ST E, (blocks). In section 4, ingredients
for the estimate Z(G¢) 2 Zx(G) are established, where G represents
a good super-block and G* its perturbed version. In sections 5 and 6,
ingredients for =, (B¢) > Z,(B) are established (where B is a bad block
and B¢ is its perturbed version). The estimates Z(B) > Z(B) and
Zr(G) > Z4(G) are based on ingredients in Section 8. Re-assembling
the pieces using sub-additivity of =, and accounting for the errors gives
the result.

2.2. Examples. Here we present a simple class of cocycles for which
Theorems A and B apply. Let o: Q — Q be an invertible measurable
transformation of (£2,P), P an ergodic invariant probability measure
for o and H = (2. Consider a sequence of log-integrable functions
a; :  — R, each inducing a one-dimensional cocycle over o, with
generator w — a;(w) and associated Lyapunov v; = [log|a;| dP. For
each w € €, consider the (infinite) diagonal matrix A(w), with diagonal
entries a;(w). Notice that [[A(w)|3ys = Doy 2%a;(w)?, which may
be translated into explicit necessary and sufficient conditions for the
hypotheses (i) A : Q — SHS and (ii) [ log||A||sus dP < oo to hold, and
thus for Theorems A and B to apply.
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Notice that, in a similar manner, one can construct examples of block
diagonal and triangular cocycles with explicit conditions prescribed to
ensure A(w) € SHS and [ log ||A||sns dP < oo, so that the theorems

apply.
3. NOTATION AND THE QUANTITY ék

Recall that the Grassmannian of a Banach space is the space of closed
complemented subspaces. In a Hilbert space, every closed subspace is
complemented (by its orthogonal complement). We define Gi(H) to
be the space of (necessarily closed) k-dimensional subspaces of H and
G*(H) to be the space of closed k-codimensional subspaces of H. The
collection of all closed subspaces of H will be written G(H). We will
reserve the symbol S for the unit sphere of H throughout the article.

We define a metric on G(H) by

Z(U,V) = max ( max min |ju — ||, max min |ju — UH) )
ueUNS veVnS veVNS uelng

that is the Hausdorff distance between the intersections of the two
subspaces with the unit sphere. We remark that this differs by at
most a bounded factor from another metric, the ‘gap’ between closed
subspaces defined in Kato [17]. This is a complete metric on G(H).

We also make use of a measure of transversality between two sub-
spaces of complementary dimensions: if U € GF(H) and V' € Gi(H),
then )

LUV) = V2 wCURSweVS
The normalization is chosen so that if U and V' have a common vector,
then L(U,V) = 0, while if they are orthogonal complements, then
1L(U,V) = 1. We have the reverse triangle inequality: if U’, U € G*(H),
V,V' € Gp(H), then L(U", V') > L(U,V)— 4V, V") = ZU,U").

We already introduced the classes of linear operators HS and SHS on
H with their associated norms, so that we have SHS C HS C K(H),
where K (H) stands for the compact linear operators on H. We write
|| - ||op for the operator norm, so that || - ||sus > || - ||ns for elements of
SHS and || - s > || - |lop for elements of HS.

For compact operators on H, the notions of singular vectors and
singular values pass directly from the finite-dimensional case. If A €
K(H), we write s1(A) > s9(A) > ... for the singular values (with
multiplicity in decreasing order). The maximal logarithmic rate of k-
dimensional volume growth is given by Zx(A) := log(s1(A) - - - sk (A)).

Define

lu =,

[1]:

H(A) = EZ, (I AAA'TL),
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where II; denotes orthogonal projection onto the subspace of H spanned
by e1,...,e, and A and A’ are independent copies of the random
Hilbert-Schmidt operator. The key reason for the introduction of =y, is
that it satisfies an approximate super-additivity property (see Proposi-
tion 24) that complements the sub-additivity of =j.

We denote by €, the space Q x SHS” and act on Q with the trans-
formation o x s, where s is the left-shift map on SHS?. The space
Q) is equipped with the measure P x %, where v is the multi-variate
normal distribution on SHS described above in which distinct elements
of A are independent and the (4, j) element is normal with mean 0 and
variance 37207 We write @ for a typical element of Q, that is a pair
(w, A), where A = (A,)nez.

Informally, we expect an inequality like Zx(A) > Z4(A) — EV4(A) —
ERL(A). By EF,(A) (which stands for ‘left energy’), we mean a measure
of the modes on which the top k left singular vectors are distributed,
while £R;(A) measures the modes where the right singular vectors are
supported. For example, if the top left singular vectors are e7, eg, €13
and ej3, we expect E¥4(A) to be approximately 39 log 3.

Lemma 1. Let V' be a k-dimensional subspace of H. Let D be a
bounded operator on H. There exists an orthonormal basis vy, ..., v
for V with the property that Duvy, ..., Dv, are mutually orthogonal.

This follows from the singular value decomposition of finite-dimensional
operators.

Lemma 2. Let U and V be k-dimensional subspaces of H. Then the
two quantities appearing in the definition of Z(U, V') are equal:

max min |lu —v|| = max min |u— v|.

welUNS vevVns veVNS uelng
Proof. Let Il be the orthogonal projection onto U and IIy be the
orthogonal projection onto V. Then the singular vectors of Il o Il
give an orthogonal basis of U, uq,...,u, with images sivy,..., S vUn,
where vy, ..., v, form an orthogonal basis of V' (if Il Ilyu; = 0, then
v; can be chosen to be an arbitrary unit vector of V satisfying the
orthogonality condition). Write u; = s;v; + w; with w; € V+. One can
then check that (u;,v;) = 0if ¢ # j. Notice that u; and s;v; are either
equal or non-collinear. It follows from the above that U 4+ V may be
expressed as the orthogonal direct sum lin{uy,v1} @ ... @ lin{u,, v, }.
One can now check that the linear map R from U+ V to itself mapping
u; to v; and vice versa is an isometry interchanging U and V. Applying
this map yields the desired equality. 0
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Let V be a k-dimensional subspace of H, and II be the orthogonal
projection onto V. We define the energy of Il (also the ‘energy of V)
to be

Ex(Il) = —E, (1o Dy) = Z log || Dsuill,

where the (v;) are as guaranteed by the Lemma 1 with the operator D
taken to be Ds.

Lemma 3. For any k € N, there ezists a C' > 0 such that if 11 and I
are orthogonal projections onto k-dimensional subspaces and ) C HS
satisfies 7(Q) > 3, then

|E (S4(IIAI)|A € Q) + (E4(IT) + &4 (I))| < C.

Proof. Let wq,...,ux be the basis guaranteed by Lemma 1 (applied
with D = Dj3) for the range of IT and vy, ..., v, be the corresponding
basis for IT'.

Now Zi(TTIAIT") = logdet |M|, where M is a random matrix whose
(4,7) entry is (u;, Av;). The entries of M therefore have a multi-variate
normal distribution. Each has mean 0, so the unconditioned distribu-
tion of M is determined by the covariance of the pairs of entries of the
matrix.

Using the fact that the coordinates of the u’s and v’s are bounded
and the entries of A decay exponentially, we calculate

Cov(Mij, M) =B > ()i (05 (1t )1 Arrs (059 )

! /
Lym,l’,m

= 787 () (s ()0 )

= (Dsu;, Dyuyr) <D3Uj7 D3Uj’>v

where for the second line, we used the fact that distinct entries of
A are independent, and so have 0 covariance. We see then, by the
choice of u’s and v’s, that distinct entries of M have 0 covariance,
and so are independent. The variance of the (7, j) entry of the matrix
is || Dsus]|?||Dsv;||?, hence the unconditioned distribution of the (i, j)
entry of the matrix is || Dsu;||||Dsv;|| times a standard normal.

Notice that the entire ¢ row has a multiplicative factor of || Dsu;l|
and the entire j column has a multiplicative factor of || Dsv;l|, so that
the determinant is [[; [|Dauil| [, [ Dsv;[| det(Ng), where Ny is a k x
k random matrix with independent standard normal entries, so that
taking logarithms, we see Z; (IIAIl') = — E¢ (1) — Ex(IT') +log | det Ny|.
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Replacing A with a conditioned version has the effect of multiplying
the density of Nj by a factor in the range [0,2]. Since log|det(Ny)| is
an integrable function, there are uniform upper and lower bounds for
[ log | det(Ny)|p(Ny) over all functions p taking values in [0, 2], so that

|E (E,IIAIT)|A € Q) + &,(IT) + £,(I)| < C,
as required. 0

Corollary 4. There exists K > 0 such that if 1" and 11" are two
orthogonal projections and Q@ C HS satisfies v(Q) > %, then

‘E (ZL(IAIT)|A € Q) — (EZ,(IIALL,) + EEk(HkAH/))‘ <C

Proof. By Lemma 3, we have the following
|E (E,IIAIT)|A € Q) + &,(IT) + £,(IT')| < C;
| E Ex(ITAILR) + Ex(IT) + £, (I1)| < C;
| E E(ILAI) + (1) + £ (1) | < C,

where C' is the constant from Lemma 3.
We calculate that £;(Il;) = 2k(k — 1)log3, so that combining the
inequalities, we obtain

|E (Z,(TTAIT) |A € Q) — (EE4(TTIAT,) +EEk(HkAH’))‘ <K,
where K = 3C + k(k — 1) log 3. O

4. GooD BLOCKS

This section deals with good blocks. The strategy we follow goes
back to Ledrappier and Young in the context of invertible matrices
21, Lemmas 3.3, 3.6 & 4.3], and it was later used in [10]. Lemma 7
is the main tool to control the effect of perturbations on good blocks.
Lemma 8 collects standard facts about Lyapunov exponents, Oseledets
splittings and their approximations via singular vectors, which are used
to define good blocks. Lemma 9 establishes the conditions defining
tame perturbations. Proposition 10 provides a lower bound on Zj
over a sequence of tame perturbations, comparable with =, for the
unperturbed cocycle.

For each k € N, we define F;(A) to be the space spanned by the im-
ages of the singular vectors with k largest singular values under A, and
Fi(A) to be the space spanned by the orthogonal complement of the
pre-image of Ei(A) under A. Thus, Fj(A) is exactly the space spanned
by those singular vectors of A whose singular value is not amongst the
k largest. We note that the spaces Fy(A), Ex(A) are uniquely defined
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when the singular values si(A) and s;y1(A) are distinct. We will al-
ways use our results in this setting, and therefore do not worry about
the possibility of non-uniqueness.

We collect some properties of singular values and singular vectors for
compact operators on Hilbert spaces and matrices.

Lemma 5. Let A be a compact operator on a Hilbert space, H. Let
the singular values be s1(A), sa(A), .. ..

(a) sj(A) = minyegi-1 () maxzevns ||Azl|;
(b) Sj(A) = MaXyeg;(H) minIEVﬁS ||AI’||,
(c) |s;(A) = s;(B)| < [|A — Bllop;

Proof. The characterizations (a) and (b) are well known.

To show (c), using (b), let V' be a j-dimensional space such that
|Az|| > s;(A) for all z € VNS, Then ||Bz|| > s;(A) — ||A — Bl|op for
all z € VNS, so that using (b) again, we see s;(B) > s;(A)—||A—Bl|op-
By symmetry, s;(A) > s;(B) — ||A — B||op, giving the result. O

Lemma 6. Let U € GF(H) and V € Gi(H). Then s(Ily. Ily) >
L(U,V).

Proof. Choose v € V with [jv|| = 1. Let v = u4w with u € U and w €
U+t. Let @ € UNS be such that u = ||ul|@ (4 may be chosen arbitrarily
if u = 0) and let 6 be the angle between @ and v, so that 0 < 6 < 7. By

assumption || — v|| > V2 L(U,V). We have ||a — v|| = 2sin §. Notice
that [|w| = ||[Iyrv| = sinf = 2sin$cos§ > V2 L(U,V)cos 4. Since
0 <%, wesee |[Hyrol| > L(U,V) forallve VNS. O

Lemma 7. For any 6 < %, there exists a K > 6~(4*+3) such that if

(i) the kth singular value of a compact linear operator A : X — X

exceeds K; (i) the (k + 1)st singular value of A is at most 1; and (iii)

|B — Al <1, then the following hold:

(a) e < s;(A)/s;(B) < € for each j < k and s;(B) < 2 for each
Jj>k;

(b) Z(Ex(A), Ex(B)) and Z(Fy(A), Fx(B)) are less than §;

(c) If V is any subspace of dimension k such that L(V, Fx(A)) > 9,
then Z(BV, E,(A)) < 0;

(d) If V' is a subspace of dimension k and L(V,Fy(A)) > 26, then
| det(Bly)| > 6% exp Zx(B).

Proof. For each closed subspace W of X, let Il : X — W be the

orthogonal projection onto W.

(a) For the first part, notice that by assumption, for j < k, we have
s;j(A) > K. Also by Lemma 5(c), we have |s;(A) — s;(B)| < 1,



12 G. FROYLAND, C. GONZALEZ-TOKMAN, AND A. QUAS

so that KLH < s;(A)/s;(B) < 5. The second part of the claim
follows from Lemma 5(c) also.

(b) Let K > 1+ g. For symmetry, in this part, we assume only
sk(A), sk(B) > K — 1, sp41(A), sg11(B) < 2 and ||[A — Bllop < 1.

Let v € S satisty d(v, Fp(A) NS) > §. We will show that v ¢
Fy(B). Let v = u+ w with u € Fy(A) and w € F,(A)*. By
assumption, ||w| > 2, so that ||Bv| > [|Av]| =1 > |JAw| — 1 >
(K—1)||w||—1 > 2. On the other hand, if v € Fi(B), then || Bv|| <
Sk+1(B) < 2. The identical argument shows that if v € Fi(A) NS,
then d(v, F,(B)NS) < 4§

To show the closeness of the fast spaces, first let v € Fy(B)+NS,
and write v as au + w, where u € Fi(A) NS and w € Fy(A)*.
Let v € Fx(B) N S satisty |[u — u/|| < 0 (such a ' exists by the
paragraph above). Now (v,u) = (v,u’) + (v,u — u’). The first
term is 0 and the second term is less than 0 in absolute value.
Hence |a| < § and |lw| > i. Now Bv = adu + Aw + (B — A)v.
In particular, ||Bv — Aw|| < 26 +1 < 2 while |Bv|| > K — 1.
Hence if z € Ey(B) N S, we have d(z, Ex(A)) < 2/(K — 1), so
d(z, Ex(A)NS) <4/(K —1). The identical argument holds if the
roles of A and B are reversed, so Z(Ey(A), Ex(B)) < 4/(K—1) < 6.

(c) Let K > 4/6* +2/6. Let v € VN S and write v = u + w with
u € F(A) and w € Fp(A)t. By assumption, |Jw| > §. Hence
||Aw| > K6, while ||Au|| < 1. Since ||B—A||op < 1, we have ||Bv—
Awl| < ||Bv — Avl|| + ||Av — Aw|| < 2, so that ||Bv — Aw||/||Bv|| <
2/(Kd —2). Hence for an arbitrary element, y of BV NS, we have
d(y, Ex(A)) < 2/(K§—2) < 2 and d(y, Ex,(A)NS) < 4/(K5§—2) <
. By Lemma 2, we deduce that Z(BV, Ex(A)) < § as required.

(d) We have that log | det(B|v)| > Ex(Hg, ) Blv) = Ex(Bl g p)|v) =
Z(Blp, g2 T1v) = Zk(Blpp) + Sx(p e 0ly) > S4(B) +
klog d. The last inequality follows from the facts that = (Bl g)L) =
Zx(B); and L(Fy(B):, V) > L(F(A)E, V) =Z(FL (A, FL(B)*) >
¢ so that ||I1g, gy Hyv|| > 6]|v|| for every v € V by Lemma 6, hence
Ex(Ilp (gL 1ly) > klogd. The claim follows.

O

The following lemma underlies the definition of good blocks: Using
the notation of the lemma, if n > ng and w € G, and we say the block
ALY is good. See [10, Lemma 2.4] for a proof in the context of matrix
cocycles, which applies without changes in our setting.
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Lemma 8 (Good blocks). Let o be an invertible ergodic measure-
preserving transformation of (2,P) and let A: Q — SHS be a measur-
able map, taking values in the strong Hilbert-Schmidt operators on H,
and such that [log™ ||A(w)]||sus dP(w) < oo. Let the Lyapunov expo-
nents of the cocycle A be 00 > g > gy > ... > —00, counted with mul-
tiplicities. Suppose k > 1 is such that py, > 0 > pgy1. Let Ex(w) and
Fi(w) denote the k-dimensional and k-codimensional Oseledets spaces
of A at w corresponding to Lyapunov exponents py > -+ > g and
Wkt1 = ..., respectively.

Let & > 0 and 0; > 0 be given. Then there exist ng > 0, 7 <
min(dy, %Wk) and 0 < § < &1 such that: for all n > ng, there exists a
set G C Q with P(G) > 1 — € such that for w € G, we have

(a) L (Fp(w), Ex(w)) > 100;
(b) L(E(AL"), By(0"w)) < 6;
(c) Z(F(AD), Filw)) < o
(d) e+ 5 g (AM) > max(K(6), e =) and s (AS)) < 1,
where K((S) is as given in Lemma 7.
(e) 230, log(1 + || Ay ) dP(w).
Assume that € > 0 is fixed. A perturbation A is said to be tame if
|Ag4] < e V/2(2)s for all 5, ¢ (otherwise A is wild). A quick calculation
shows that if A is tame, then ||eA|lqs < 24/e.

Lemma 9 (Good block length). Let o : (2, P) O be an ergodic measure-
preserving transformation. Let A : Q — B(H) be a measurable map,
taking values in the bounded linear operators on H, such thatlog™ || A(w)]|op
is integrable. There exists Cog > 0 such that for all ng > 0, there exists

€o such that for all € < €y, there exists G C ) of measure at least 1 —n
such that for all w € G, if (A,) € HS” satisfies A, is tame for each
0<n<N, then

1AL — Ao, <1,
where w = (w, (A,)), N = |Co|loge|| and A ) =AY (@) ... A (w)A§(@).
The probability that one of Ay, ..., An_1 is wild is O(e™/(29).

Proof. Let g(w) = log™ (|| Au|lop+1) and let C' > 0 satisfy [ g(w) dP(w) <

1/(2C). Notice that provided ¢ < § (and assuming that the pertur-

bations (A,)o<n<ny are tame, so that ||eA,|lop < [|€An|lns < 24/€ for
0<n<N), log™||AS.,| < g(a”w) for each 0 <n < N, and

(N e(N—i— e i
ALY — ||op<2||A< V(AL — Agin) ADop

< 2N\/Eexp(g(w) + . g(@™w)).
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There exists ng such that for N > ng, g(w)+. .. +g(c™¥1w) < N/(2C)—
log(4N) on a set of measure at least 1—1, hence 2N/eexp(g(w)+. ..+
g(c"w)) < $1/eexp(N/(2C)) on a set of measure at least 1 —no. In
particular, provided |C|logeg|| > no, taking N = |C|loge||, we have
||AEéN) — AN llop < 1 provided that the perturbations Ay,... Ay_; are
all tame.

Recall that (¢, 7)th entry of A is distributed as 3~ (i+7) times a stan-
dard normal random variable. Hence the probability that |A;;| >
e 1/2(2)"9 is P(IN| > e '/22"19). Using a standard estimate on the
tail of a normal random variable [7, Theorem 1.2.3], this is at most
\2/_2\/7;27(#3') eXp(_22i+2jfl/€)'

In particular, using the union bound, the probability that one of

Ao, ..., Ayx_1is wild is O(e=1/(29), O

We comment that once £ > 0 and §; > 0 are fixed, Lemma 8 guar-
antees the existence of an ngy such that for all sufficiently large n, the
good set defined in the lemma has measure at least 1 — £. Now for
e sufficiently small, the length N = [Cy|loge|| exceeds ng. For the
remainder of the proof, we let G be the good set from Lemma 8 with
n taken to be N (so that the good set, G, depends on &, d; and €, but
this dependence will not be made explicit). We further introduce the
notation G = G N ﬂ?:ol{Ai is tame}, which we shall also use for the
remainder of the proof.

Proposition 10 (Glueing good blocks). Under the assumptz’ons of
Lemma 8, supposej <l and dNw,cUtONg, . g0=UNG € G. Then,

(1) Ep(AEINY > = (AEDN)Y 421 — )k log 6.

Proof. Let B,, = — AW oniv,, and B, = AinN_ This is proved by induction
using Lemma 7. Recall that since B, is a good block, || B, — B, < 1
by Lemma 9. We let V V; = Fi.(B;)* and define V,,4; = B,V,, and
Vi1 = BV,

We claim that the following hold, for each n = 4,7+ 1,...,1 — 1:

(i) Z(Vi, V) < 26;

(ii) L (Vp, Fr(B,)) > 0 and L (Vn,Fk(B )) > 6.

Item (i) and the first part of (ii) hold immediately for the case n =
j. The second part of (ii) holds because V, = V; = Fu(B;)* and
£(Fy(Bj), Fr(B;)) < d by Lemma 7(b).

Given that (i) and (i) hold for n = m, B,, is a good block and B,, is
a good perturbation, Lemma 7(c) 1mphes that Z(Vii1, Ex(Bp)) < 0,
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A(VmH,Ek(Bm)) < 0 so that A(VmH,VmH) < 24, yielding (i) for
n=m-+1.

Making use of the induction hypothesis and Lemma 8, we have that
L(Ep(c™ING), Ex(Bn)) < 0, Z(Fi(c™YNW), Fu(B,,)) < 6 and L
(Ep(cmING), Fi(eNw)) > 105. Thus, we obtain (ii) for n =
m+ 1. B

Hence using Lemma 7(d), we see that log|det(B,|y )| > klogd +

Zr(Bp) > klogd — kd 4+ Z,(By) > Zk(Bn) + 2klogd, where we made
use of Lemma 7(a) for the second inequality.
Since Zg(Bj—1 - -+ Bj) > Zi;; log | det(B;|V;)|, summing yields

-1

@) Ep(Bia -+ Byj) > 2(1 - j)klogé + Y Ex(B
i=j

2(l — ])klog(5 + Ek(Blfl s Bj),

as required. O

Lemma 11. Let the Hilbert-Schmidt cocycle, A: Q — HS and all
parameters and perturbations be as above. If dNw € G for each

0<1i<n, then £ <Fk(AE§,nN)),Fk(AEJN))> <.

Proof. By the first part of (2), Z,(A<TY)) >y N :k(A(N) )+2nklogo.
Also, B (ATY) < S0t mp g (AU Yy <) = (Aefsz )+nlog2 <
o 01 :k(A( ) ,)Fnlog24nks < 37 01 :k(A((f]x@w) 2nklog 0 by Lemma
7(a). Since we have log sy (A nN)) +1(A6ng)) - Ek(AeglN)), we
deduce sk+1(AEgLN)) < §ink,

On the other hand, if v € S is such that L(U,Fk(AfuN))) > 0, an
inductive argument exactly like the proof of Proposition 10 shows that
| A< (n) ol = (§)e il ( ) (53K(5))". The choice of K (4)

in Lemma 7 ensures ||A65J v|| > sk+1(A€gI ), so that v & Fk(AEénN)).
Ul

Proposition 12. Let w be such that 5Nw € G for 0 < i < n. Then for
any V' such that L(V, Fk(AS,N))) > 20, one has log]| det(AEénN)|V)| >
Er(ACY)) 4 klog .
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Proof. We argue as in Lemma 7(d).

log | det (A<, AtV

Ek(HEk(AeglN)) ) HV)

€ nN
ATV, e TTV)

1V
(11 [1]

[1]

e(nN —_
AT o)) + BTy oo TIV)
(AT 4 Eklog L(F,(AT™), V),

where we used Lemma 6 for the last line. Lemma 11 and the triangle
inequality allow us to conclude. U

>

5. COMPARING PERTURBED AND UNPERTURBED BAD BLOCKS
(TvpE I)

We distinguish two ways in which a block can be bad: types I and
IT. A type I bad block is one where the unperturbed cocycle has bad
properties. On the other hand, a type II bad block is one where the
unperturbed cocycle is well-behaved, but the perturbations are wild.

Conditional on being in a type I bad block, the perturbations are
unconstrained, whereas conditional on being in a type II bad block at
least one perturbation is constrained to be large. For later use with the
type Il bad blocks, we state some of the lemmas when one is conditioned
to be in a high probability event (but the high probability event will
be taken to be the whole space when dealing with type I blocks.)

Lemma 13. Let k > 0. There exists a C' > 0 with the following prop-
erty. Let T be a multi-variate normal Hilbert-Schmidt-valued random
operator whose entries have mean 0, let A € HS and let I1 and TI' be

orthogonal projections onto k-dimensional subspaces of H. Then for
any subset Q of HS such that P(T € Q) > %, one has

27
E <(Ek(H(A L TIT) — Ek(HAH/))“T c Q) > ¢,
where x~ denotes min(z,0).

Proof. We assume = (ITAIl') > —oo as otherwise the result is trivial.

Let II be II composed with an isometry from the range of II to R¥
and similarly let II be an isometry from R* to the range of II'. Then
we have Z;(ILBII") = log | det(ILBII')| for any bounded operator B on
H so that we need to show

E ((log | det(TI(A + T)IT)| — log | det(FLATT) ) ‘T cQ)z-C.

Let Y = HAIl' and Z = ITII, so that Y is a fixed k x k matrix and
7 is a k X k matrix-valued random variable with multivariate normal



HILBERT SPACE LYAPUNOV EXPONENT STABILITY 17

entries. By our earlier assumption, Y is invertible, so let X = ZY 1
(this also has multi-variate normal entries for unconditioned 7"). We
then need a lower bound for E (log det(I + X)|T € Q).

The unconstrained matrix-valued random variable X can be written
as 27:1 N, B!, where the B are fixed k x k matrices, d is the dimension
of the support of X (at most k? depending on the pattern of entries
in the unperturbed A’s) and the N; are independent standard normal
random variables (see for example [7, Example 3.9.2]).

Let ¥ denote the map from R? to My, defined by x +— > x;B'. Let
S be the image under ¥ of the unit sphere and p be the measure on &
that is the push-forward of the normalized volume measure on the unit
sphere. The unconditioned measure on X is then the push forward of
X C'drd*le”"?/2 dr, where Cy is chosen so that C’dfrdfle*’ﬂ/z dr =
1. The conditioned measure on X (since the event being conditioned
upon is of measure at least %) is of the same form, but the density is
multiplied by a varying factor in the range [0,2].

It then suffices to lower bound

QOd/dM(M)/ log™ | det(I 4 rM)|r®te™" /% dr.
S 0
In particular, it is enough to give a uniform lower bound for
G(d, M) =/ log™ | det(I + rM)|r*te /2 dr
0

as d ranges over the range 1 to k? and M ranges over M.

For each fixed M, write py(r) = det( + rM), so that py is a
polynomial of degree k satisfying pp(0) = 1. Hence pp(r) can be
written as a product [JI_, (1 — b;). Define

F(d,b) = / log™ |1 — br|r* e "2 dr,
0

so that G(d, M) > Zle F(d, b;). Hence it suffices to show that F'(d, b)
is uniformly bounded below as b runs over the complex plane and as d
runs over the range 1 to k2.

Next, notice that log |1 —br| > log |1 —Re(b)r|, so F(d,b) > F(d,|b])
and it suffices to give a lower bound for positive real values of b. Also

1 o0
F(d,b) = / log™ |1 — r|r@le™/@) gy
0
2 2 2
=y ; log |1 — 7| rd=1o=r/(26%) g
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For b > 1, F(b,d) > 3 0210g|1 —rlrd=tdr > —2%/b% > —44. For
0<b<%,onehas

F(d,b)
1 pd/(1+d) 1 9
> —/ log |1 —r|r™tdr + = log |1 — r|r®te /) g
bd 0 b pd/(1+d)
1 pd/(1+d) 2
> —ZE rtdr + (2/b)? exp(—l/(Qbo‘))/ log |1 —r|dr
0 0

> —2/(d+1) — 2% exp(—1/(26%))/b*

where o = 2/(1 + d). This converges to —2/(d + 1) as b approaches 0
from the right. By continuity and compactness, for each of the finitely

many values of d, F'(d,b) is bounded below as b ranges over (0,3]. O

Proposition 14. Let k > 0. Then there exists a Ci4 with the following
property. For every finite sequence Ao, ..., A,_1 of Hilbert-Schmidt
operators, let Ag, ..., A,_1 be independent copies of the perturbation
A as described above. Let AS denote A; + eA;.

Then one has

7N N (ék(A;—l T AS) - ék(Arwl T AO))_ > —Cun.
Proof. We have
E (Su(A5y- A7) = Ex(A - Ao))

We focus on giving a lower bound for one of the terms in the sum-
mation. We write such a term as

Ea, (ék(L(Aj +eA)R) — ék(LA]-R)>7.

This expectation should be interpreted as being conditioned on the
values of Ajiq,...,A,, so that L = (A, +€A,) - (Aj1 +eAjiq).
The above expectation can be rewritten as:

(3) Eaa Ea, [Ec(ILAL(A + eAj)RATL,) — (I ALARATLL)]
Once A and A’ are fixed, the inner expectation is

Now let IT be the orthogonal projection onto the orthogonal comple-
ment of the kernel of II;AL and II' be the orthogonal projection onto
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the range of RA'IT;,. Then we have
Ep(IAL(A + eA;) RA'TL,) = Z, (I, AL) + Z,(II(A 4 eAj)IT) + 2, (RA'TL,);
Er(ILALARA'TL,) = ZR(I,AL) + Z(ITAIT) + =5 (RATI);
Now the quantity in (4) is
En, [Ex(II(A + eAj)IT) — E(ITAIL)]

Applying Lemma 13 with Q = HS, this is bounded below by —C,
independently of A and A’; so that the quantity in (3) is also bounded
below by —C'. Since there are n such terms, the statement in the lemma
follows. 0

6. TYPE II BAD BLOCK PERTURBATIONS

Here we give an argument for good blocks in the base that have large
perturbations. We will obtain a drop in = over a bad block of size
O(loge) at worst, that is a drop of size O(1) per symbol since blocks
are of length proportional to |loge|. However since the frequency of
these blocks is O(e~¢/€), the contribution of this drop to the singular
values of a large string of blocks is minuscule.

Lemma 15. There exists a constant C > 0 such that if N s a standard
normal random variable and A > 2, then for each a € C,

E (log™ [1 —aN||N > A) > —ClogA.

Before giving the proof, let us give a heuristic explanation for why
this should be true. Conditional on N > A, the distribution of N is
approximately A + Exp(A), that is it typically takes values that are
A+ O(1/A). The worst case for the inequality is approximately when
a = 1/A and then the quantity inside the logarithm is roughly O(1/A?).

Proof. We first recall that foa log z dx = a(loga—1), so that the average
value of the logarithm function over [0, a] is loga — 1. We claim that
for any interval .J, one has

1
(5) m/}log || dz > 2(I£1€aj<log’ |z| —1).

Indeed, this follows already for intervals [0, a] with 0 < a < 1, and hence
for sub-intervals of [0, 1] and [—1,0]. For intervals [—a,b] with a < 0 <
la| < b < 1, we have 1/(a + b) f_balog* |z| dx > 1/bf_bblog7 |z| dz =
2(logb — 1). If the interval J is entirely outside [—1, 1], the inequality
is trivial; and if J intersects [—1, 1], we have already established the
inequality for J N [—1, 1], from which the inequality for J follows.
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For a € C, the integrand in the statement reduced if a is replaced
by |a| so we may assume a > 0. If a > 2/A, the integral is 0.

If 1/(3A) < a < 2/A, let T = [A,2), the sub-interval of [A,oco)
where log |1 — az| < 0; and J = [£ —
log |1 — az| < —2log A.

The quantity to be bounded is

[, log™ |1 — ax|e=*"/? dx - [,log™ |1 — az|e=*"/? dx
[ e 2 dx - [re 2 da
B [in,log™ |1 — az|e™™* 2 dx + Jrslog™ |1 axle /2 dx
Jin, €72 da + fI\J e=2%/2 dy

The ratio of the two integrals over I'\ J is bounded below by —2log A.
Using (5), the ratio of the two integrals over I N J is bounded below
by 2(—2log A — 1) max;n, e‘$2/2/ mingqy e /2 > 262/("2/‘2)(—2 log A —

1) > —2¢'¥(2log A + 1). Since both ratios are bounded below by a
constant multiple of log A, so is the ratio of the sums.

—, + + —12), the interval where

If a < 1/(3A), we argue similarly. In this case, we let J = [5-, 2]
On I\ J, log|1 — ax| is bounded below by —log2, so that
log |1 — az|e /2 du log |1 — az|e /% da
fI\J S fI\J > _log2.

f[fo e=7%/2 dg - fI\J e—*%/2 dg

On INJ, we have e=/2 < e 1/ Also [ e 2/2dz > e=4/2/(24),
using [7, Theorem 1.2.3]. Hence
Jiylog™ 1 — ax|e /% da S 2e~1/(8a%)(_1og 2 — 1)1
[ e =2 dx - e=M/2/(2A) ’
using (5). When a = 1/(3A), this is 4(—log2 — 1)3A2e~5°/8 and
the lower bound increases as a is further reduced. Minimizing this

expression over A, we see that there is a C, independent of A, such
that E (log™ [1 — aN||N > A) > —C for all |a| < 1/(3A). O

Lemma 16. Let k > 0 and A be as throughout the article. There exists
C > 0 such that for all sufficiently small € > 0, for each a,b and each
pair of k-dimensional orthogonal projections I1 and 1T,

E ((Ek(H(A AT — Ek(HAH'))“ W//da,b) > C(loge —a—b),

where Wild,, is the event that A satisfies |Ay,| < (2)H™e V2 for
each (I,m) that is lexicographically smaller than (a,b) and |A.p| >
e /2(2)+ (where (I, m) is lexicographically smaller than (a,b) if | < a
orl=a and m <b).
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Proof. We deal with the case A, positive. The case where it is negative
is exactly analogous. Let B,; be the collection of those A satisfying
Agp > €1/2(2)7 (and no other condition). The argument of Lemma
9 shows that P(Wild, | Bap) > % This allows us to deduce as in the
proof of Lemma 13 that

E ((Ek(H(A + eA)IT) — Z,(TTAIT))

Ac Wilda,b>
> 2 ((S(TI(A + eA)IT) - Ek(HAH’))“A € Buy)
Hence it suffices to show that
E ((SH(I1(A + eA)IT) - Ek(HAH’))“A € Buy) > Clloge —a —b).

Using the same reduction as in Lemma 13, the calculation reduces
to showing that there is a C' such that for sufficiently small € > 0, one
has for an arbitrary k x k multi-variate normal matrix-valued random
variable, R, whose entries have zero mean and for an arbitrary rank 1
k x k matrix Y,

B (B4 B VY)Y > 2%) > Cllage— )

where N is an independent standard normal random variable. First
fixing N and taking the expectation over R using Lemma 13 (taking
@ to be the full range of A), we obtain

Ey g (Ek(I + R+ eNY) [N > 2““)51/2)
> Ey (Ek(l +eNY)"|N > 2“+be_1/2) el
Hence it suffices to show
E (Zk(I +eNY)" [N > 2% 1/2) > C(loge — a — b).

Since Y has rank 1, the polynomial det(I + tY') is of the form 1 + at.
To see this, notice the determinant is unchanged if 1 4+tY is conjugated
by an orthogonal matrix, O. Then choose O so that the first column
spans the range of Y so that O~1(I+tY)O = [ +tY, where Y has only
one non-zero row. det(/ +tY') is then 1 + tffl,l. Hence we are seeking
a lower bound for

E(log™ |1 + eN||N > 20tbe1/2),

which is of the desired form by Lemma 15. U
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Proposition 17. There exists a Ci7 > 0 with the following property.
For any m > 0, let B be the event that at least one of the perturbations
Ao, ..., A1 is wild. Then

E (S,(A)| B) > Zp(AU™) + Crq(log e — m).

Proof. We write B as By U ...U B,,_1, where B; is the event that the
1th perturbation matrix is wild, and all previous ones are tame. Since
the B; are disjoint, it suffices to establish that there is a C' > 0 such
that for each i,

(6) E(Z,(AY)|B;) > Zp(A%) + C(log e — m).

We argue as in Proposition 14:
E (Zx(A8") - Ex(al) | B,)

mz ( Ae(m J A(] ) _é (Ae(m Jj—=1) A(J+l ’Bz>
=0

227 5Iitle

As in Proposmlon 14, finding lower bounds for this reduces to finding
lower bounds for E (ék(HAngH’) - ék(HAijH’)‘BZ)

In this case, for j > 4, the conditional distribution of A; is the same
as the distribution used in Lemma 13 with (Q = HS, so that lemma
gives a bound

(7) IE( R (AC=D 4D Z (A<D A ’B>> —C.

oI oitle

In the case j < 7, A; is conditioned to be tame. By Lemma 9, this
is a set of probablhty (much) greater than =, so that Lemma 13 gives
a similar bound to (7).

Finally, we address the term with 7 = ¢. Given that A; is wild, the
probability that the first oversized entry occurs in the (a, b) coordinate
is O(exp(—3€1(22¢7% — 1))) (as seen from the estimate P(N > t) ~
(2m)~Y2e~""/2 ¢ for large t [7, Theorem 1.2.3]).

Hence by conditioning and using Lemma 16, we obtain
8) E (ék(Aﬁng”Agj)) 2 (AT 46+ ‘Bi> > C(loge — 1).

il
Combining equations (7) and the equation (8), we obtain the statement
of the proposition. O

7. JOINING GOOD AND BAD BLOCKS

Lemma 18. For all k € N, there is a constant C > 0 such that for
any A € HS, any orthogonal projections I1; and Iy onto k-dimensional
subspaces, and any Q C HS such that P(A € Q) > 1, one has
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EZ, (I (A + AL A € Q) > EE, (L ATL|A € Q) - C.

Proof. Let II; be an isometry from the range of II; to R*. Similarly
let I, be the post-composition of II, with an isometry from R¥ to the
span of the range of Il;. Let A =T, ATl, and let A = II;AIl, be the
k x k multi-variate normal induced from the unconditioned distribution
of A.

As in Lemma 13, we radially disintegrate the random variables A,
writing A as tM, where M belongs to a ‘unit sphere’ equipped with a
normalized probability measure and ¢ having an absolutely continuous
distribution on [0, c0) with density 7**~'e~"*/2/I'(k?/2). On condition-
ing on A € Q, the density is bounded above by 2r¥*~1e="*/2/T'(k2/2)
We prove that there is a C' > 0 such that for all M of rank k,

%/0 (Ek(A +rM) — Ek(TM)> e 2 dr >
Notice that since the matrices are kxk, = is just the logarithm of the
absolute value of the determinant. Let p(r) = det(A + M)/ det(rM),
a polynomial in powers of 1/r of degree at most k with constant coef-
ficient 1. It can therefore be expressed as p(r) = Hfil(l — b;/r), with
d<k.
We are trying to bound

oo k 00
/ log™ |p(r)[r*~te P dr > Y / log™ |1 — by/r|r*" e/ dr.
’ i=1 70

As in the proof of Lemma 15, it suffices to give a bound in the case
where b > 0. We have

/ log™ |1 —b/r|r¥ e "2 dr = / log™ |1 — b/r|r¥ e /2 dr.

0 b/2

The logarithm is bounded below by — log 2 on (2b, 00), so that the con-
tribution from this range is at least —I'(k?/2)log2. For the contribu-
tion from the range (2, 2b], we have a lower bound of —16(2b)" ~2¢~¥"/8
(obtained by bounding e "*/2 above by e*b2/8). Hence we obtain the
required uniform lower bound. O

The following lemma plays a key role, as it provides an approximate
super-additivity property for Z; (making strong use of the nature of the
perturbations), complementing the well-known sub-additivity property
of Ek
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Lemma 19. There exists C' > 0 such that if A is distributed as above
and @Q is any subset of HS such that P(Q € A) > 3), then

E (Sh(L(A+ eA)R)|A € Q) > Zx(L) + Ex(R) — k|loge] — C.

Proof. We may assume that L and R have rank at least k as otherwise
there is nothing to prove. Recalling the definition of =, we have

E (Zx(L(A+eA)R)|A € Q)
=Ea, 0, E (Se(IAL(A + eA)RALILL)|A € Q) and
E (Sr(L(eA)R)|A € Q) = Ea, . E (Zx(ITi AL L(eA) RALIL)|A € Q)

We first show that for fixed A; and Ao,

E (2511 A1L(A + eA)RALIL) A € Q)

(9) > E (S, A1 L(eA)RALILL)|A € Q) — C.

We have = (I Ay L(A+€A) RAIL) = S5 (I1,A, L)+ E4(TI(A+eA)TD) +
Ex(RAIy), where ITis the orthogonal projection onto the k-dimensional

orthogonal complement of the kernel of IT;A; L and II is the orthogonal
projection onto the range of RAsII,. Hence

= S(TI(A + eA)IT) — S, (TI(eA)TD)
Z(T(LA + A)TL) — 4 (TIATD),

Taking an expectation as A runs over () and using Lemma 18, we
obtain (9). Hence, taking the expectation over A; and Ay, we have

E (Sh(L(A+eA)R)|A € Q) > E (S(L(eA)R)|[A € Q) — C
=E (Sx(LAR)|A € Q) — C + kloge.
For the last part of the argument, we have
E (Sk(LAR)|A € Q) = Ea, p, Ea (Sx(IL A LARAIL) A € Q)
= B, a, (Ek(HkAlLﬁ) +Ea (,(TMAT)|A € Q) + Ek(ﬁRAzﬂk)),

where TI and 1T are as above. _ By Corollary 4, the middle term is
Ea, Zx(TTAILL) + Ea, Zx(IT;A4IT) + C. Substituting and recombining
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the expressions, we get
E (Su(L(A+ eA)R)|A € Q)
> Enyng Z(gAL LAGIL) + Eay A, Zc(I1i Ay RASIT,) — C + kloge
= Z4(L) + Ex(R) — C + kloge,

as required. O

Since the statement includes the case where A is conditioned to lie
in a large set, this is sufficient to cover the case where A is conditioned
to be tame. We need a version of this inequality to deal with the case
where A is constrained to be wild.

Lemma 20. There ezists C > 0 such that for all polynomials, p(x),
one has

006—12/2
lo z)| dx — log M
| toslpta)ldz — 105 ()

where M (p) is the Mahler measure of p: If p(x) = a(x — z)(x —
z9) o (x — zi), then M(p) = a1~ |2il-

Proof. Write p(x) as a(z — z1) - - - (x — 2zx). The inequality then follows
from

< Cdeg(p),

00 €7x2/2
/ log |z — z|dz —log™ |2]| < C.

Var
While we will not give all the details, the idea is to notice that the
integral can be expressed as Elog |V — z| where N is a standard normal
random variable. If z is small, then this is the integral of a function
with a logarithmic singularity. If z is large, then since N is concentrated
near 0, the integrand is close to log |z| with very high probability. [

Lemma 21. For each k > 0, there exists a constant C such that for
each polynomial p(z) = Zf:o a;x’, one has

| log M (p) — maxlog |a;|| < C.
The proof can be found in Lang’s book [20, Theorem 2.8].

Lemma 22. Let A > 2 and let N be a standard normal random vari-
able. There exists a C > 0 such that for all a,b € C,

E <log o+ bN]‘N > A) > max(log |al, log |b]) — C'log A.

Proof. The case where |a| > |b] follows from Lemma 15 (writing log |a+
bN| = logla| + log |1 + N|). If [b| > |a|, then |a 4+ bN| > |b|A/2
whenever N > A. The result follows. U
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Lemma 23. There exists a constant C' > 0 such that for all i, 7,
EZ4(L(A + eA)R|Wild; ;)
>Z4(L) + Z4(R) — Clloge| — C(i +j + 1),

where Wild; ; is the event that |A; ;| > (2)™e /% and |Agy| < (2)F0e 1/
for all pairs (a,b) that are lexicographically smaller than (i, 7).

Proof. As in the proof of Lemma 19, the proof reduces to showing a
version of Lemma 18:

E 2 (IL (A + eA)II|Wild; ;) > EZ (I eAlly) — C(i + j + 1).

We first compare B Zj, (I (A-+eA)T; |Wild; ;) to B Zy, (T (A+eA)IT | Tame; ),
where Tame; ; is the event that |A,,| < (2)*™e~/2 for all pairs (a, b)
that are lexicographically smaller than (i,7). Fixing all entries of A
other than A; ;, this amounts to comparing E (log | det(B+NZ)HN >
21H9e71/2) to E (log|det(B + NZ)|), where B is an invertible k x k
matrix and Z is rank 1. As pointed out in Lemma 16, det(B +
NZ) = a + bN for constants a and b, so that it suffices to compare
E (log|a+bN||N > 2/+7¢71/2) to Elog |a+bN|. By Lemma 22, the first
of these is at least max(log |al, log |b]) — C'(i+ j +log €) and by Lemmas
20 and 21, the second of these is within C' of max(log |a|,log |b]). We
deduce that

E Zk (I (A+eA)II; |Wild; ;) > E 2, (T (A+eA)II | Tame; ;) —C(i+j+log e).

Hence, using the same cancellation argument that occurs in Lemma
19, we have

E =i (L(A+eA)R|Wild; ;) > E =y (L(A+€eA)R|Tame; ;) —C(i+j+loge).

Finally using Lemma 19 to bound E Z;(L(A+€A)R|Tame; ), the result
follows. O

Proposition 24. There exists Cyy > 0 with the following property: Let
L, R, and A be Hilbert-Schmidt operators and let A be the multivariate
normal perturbation described earlier. Then each of EZ,(L(A+€eA)R),
E (ék(L(A + eA)R)|A is wild) and E (ék(L(A + eA)R)|A is tame) is
bounded below by Zj(L) + Zx(R) + Cayloge.

Proof. The cases of EZj,(L(A+€eA)R), E (Ex(L(A+eA)R) |A is tame)
are handled by Lemma 19. The case of E (ék(L(A +eA)R)|A is wild)
is handled using Lemma 23 by conditioning on the first entry of A that
is large analogously to the end of the proof of Proposition 17. U
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8. COMPARISON OF Z; AND =

Lemma 25. Let Cy be the expected value of log|det Ni| where Ny
1s a k x k matriz-valued random variable with independent standard
normal entries. Let n > k, let A be an n X n matrix and let N be a
k x n matriz-valued random variable with independent standard normal

entries. Then EZ,(NA) > Z,(A) + Ck.

Proof. Write A = UDV where U and V are orthogonal and D is diago-
nal with decreasing entries. Then by an argument like that in Lemma 3
(computing covariances between elements) NU has the same distribu-
tion as N, so that we have EZ,(NA) = EZ,(NUDV) =EZ,(ND) >
EZ,(NDII;). Notice that since D is diagonal, N DIl has the form
(NkaIO), where N, is the left k& x k& submatrix of N and D, is the
top left k x k submatrix of D. Hence E = (NDIly) = EZ, (N Dy) =
Cr + Zx(Dg) = Ck, + Z¢(A) as required. O
Lemma 26. Let A, B and C be Hilbert-Schmidt matrices, and let
A, =11, All,. Then Z,(BA,C) — Z(BAC) as n — co.

Proof. Let R, = A — A,, so that ||R,|| — 0. We have |s;(BA,C) —
si(BAC)| < ||B|| - ||Rx|| - ||C]| for each i so that s;(BA,C) — s;(BAC)
for each ¢. The conclusion follows. 0

Proposition 27. Let k > 0. Then there exists a constant Cy; such
that for an arbitrary Hilbert-Schmidt operator A on H,

Zr(A) > E4(D3ADs) — Coy.

Proof. We have Z;(A) = Ea a Zx (T, AAATI,) where A and A’ are in-
dependent copies of the perturbation operator. Since = (II;A A, A'Tl;) <
K log A A, ATl p < K108(1A o [ A ap-I1Aap): [ ep < Il Al
and Elog [[Allep < E[[Allep < E[|Allns < 00, we see that the family of
functions, (A, A’) — =Z,(IIzAA,A'll;) is dominated by an integrable
function. Hence, by the Reverse Fatou Lemma and Lemma 26, we have
lim sup Zx(A,,) = limsup E Z, (I, AA,A'TT,) < Z,(A).
n—oo n—oo

However, we have
EA,A’ Ek<HkAAnA/Hk> = EA,A’ Ek(AanATLA'InXk)?

where Ayy, denotes the random Hilbert Schmidt operator A with all
entries outside the top left k x n corner replaced by 0’s (and A/,
similarly). Hence

Zk(An) = Ex Zk ((D3)kxk Niexn (D) nscnAn(D3) s Ny (D3 ) e
= IEN,N’ Ek (kan(DS)anAn(D?))nxn 711><k) - k(k - 1) lOg?)
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Applying Lemma 25 twice, we deduce ~§k(An) > Ex(D3A,Ds) + C,
so that on taking the limit, we deduce Zi(A) > Zx(D3AD3) + C as
required. O

Corollary 28. There is a Cys with the following property. Let L, R,
A and A’ be Hilbert-Schmidt operators and A and A’ be independent
copies of the standard perturbation. Then we have

The same inequality holds if either or both of A and A’ are constrained
to be either tame or wild (or one of each).

Proof. Let L' = L(A" + eA’) = L(A" + eA’)I. By Proposition 24,
Ear Ex(L') > Zx(L)+Zx(I)4Cay log €, with this inequality still satisfied
if A’ is constrained to be tame or wild. By Proposmon 27, uk([ ) is
a finite constant. Finally, Ex Z,(L/(A + eA)R) > Z,(L') + Zx(R) +
Cs4loge. Combining the inequalities, the result is proved. O

Lemma 29. Let f(t) = Y., a;e"® where a; > 0 for each i. Then f(t)
1s log-conver.

Proof. We have (log f) = f'/f, so that (log f)" = (ff" — (f)?)/f*

Now
= @iy NBE — bib)) +Za2 Wit (b2 — b?)
i#]
= Z aiaje(bﬁbj (bf + b]2 — QbeJ)
i<y
> 0.
O

Lemma 30. Let V' be a k-dimensional subspace of H and let 11y, be the
orthogonal projection onto V. Then f(s) := Zp(Des o Ily) is a convex
function.

Proof. We first prove that for 0 < s < t, f(s) < $f(t). To see this,
let vy,...,vr be an orthogonal basis of V' such that D.vy, ..., Devy
are orthogonal. Then f(s) < Y% log||Desv;||. By Lemma 29, 5 —
log || Desvs|| = %log(zj e~ (v;),%) is convex, so that log||Desv;|| <
2log || Dervs||. Hence f(s) < 3 f(t) as claimed.

Nowif0 <a<b<clet W=D,.V,let s=b—aandt=c—a.
Let @ = Zx(Deally). Now we have f(a) = «, f(b) = Ex(Dully) =
Ek(DebﬂzDeanv) = Ek<Deb7anw)+Ek(Deanv) = oz—i—Ek(DesHW). Sim-
ilarly f(c) = a+Zi(D. Iy ) and the result follows from the above. [
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Lemma 31. Let A be a Hilbert-Schmidt operator on H. Then g(s): =
Ek(Des A) is a convex function. Similarly h(s): = ZEx(ADes) is conver.

Proof. Let 0 < a < b < c¢. Let V be the k-dimensional space spanned
by the top k right singular vectors of D A and Il be the orthogonal
projection onto V. Let W = A(V') and Ily, be the orthogonal projec-
tion onto W. Then we have Z;(D . Ally) = Zx(Delly) + Zx(Ally),
the sum of a convex function and a constant by Lemma 30. Now g(b) =
Ep(DupA) = Ep(DaAlly) < L5 (DeAlly) + 225, (D Ally) <
“bg(a) + 2¢(c) as required.

We have h(s) = Zx(AD.s) = Zg(DesA*), which is convex by the
above. 0

Proposition 32. Let A be a Hilbert-Schmidt operator on H. Then

log 3

E1(D3ADs) — E4(A) > ( ) (Er(D2AD,) — Ex(A)).

log 2
Proof. Let f(s,t) = Zx(Des ADt) — Zx(A). Since D, is contractive for

a > 1, we have f(log3,0) <0 and f(0,log2) < 0. Now Lemma 31 ap-
plied to Z (D3 AD.t ) —Z,(A) implies that f(log 3,log2) < % (log 3,10g 3).
Applying the lemma to Z(D.s ADsy) — Zx(A) implies

log 2 log 2
log 2. log2) < —— (1 log2) <
f(log2,log2) < logSf( 0g3,log2) < (1og3

2
) f(log3,log3),

as required. O

Lemma 33. Let o be an ergodic measure-preserving transformation
of (X,P). Let (f,) be a sub-additive sequence of functions (that is
froim(w) < fulo™w) + fi(w) for each w € 2 and n,m > 0) such that
infn>0f %fn dP > —oo. For any € > 0, there exist x > 0 and ng such
that if M > ng and A is any set with P(A) < x then [, far dP > —eM.

Proof. Let o = lim [(f,/n)dP. Let € > 0 be given. Let x be small
enough that [, fidP < £ for any set B with P(B) < yx and so that
2x(a+5) > —5. By the Kingman sub-additive ergodic theorem, there
exists mg such that for M > mo, P({w: fu(w) > (a+ 5)M}) < x.
Now let A be an arbitrary set with P(A) < y. We split €2 into three
sets: A, G ={w € A°: fy(w) < (a+35)M} and B = A°\ G (and note
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that P(G¢) < 2x). Now we have

Q

= dP dP dP
/AfM +/BfM +/GfM
g/fMdIP+/(f1-I—...—i—f1oaM_l)d]P’—I—(a+§)MIP’(G).
A B
Hence we see
/ fudP > aM — M — (o + £M(1 - P(G)
A

= —2M + (a4 §)MP(G°) > —eM,
as required. O

Lemma 34. For all k, there exists a Csy such that for any bounded
operator A one has
Zk(A) > Zi(A) — Csy.

Proof. We have Z4(A) = Ea, a, Zx (Tl AL AAGITL) < 2EZ5(A)4E4(A) <
2k Elog ||Allop + Zk(A), where we used sub-additivity of Zj for the first
inequality and the fact that s;(B) < ||B||op for the second. Hence it
suffices to show that Elog ||Allop < 00. But Elog||Allep < E [|A|op <
E[Allus < 32 ElAyl =337 EIN] < co. O

9. CONVERGENCE OF THE LYAPUNOV EXPONENTS

Proof of Theorem A. Rather than control the exponents directly, it is
more straightforward, and clearly equivalent, to control the partial
sums of the exponents. Let u(A) > ps(A) > ... denote the Lya-
punov exponents of the cocycle A listed with multiplicity in decreasing
order. We then let Ag(A) = i (A) + ... 4+ up(A). We are aiming to
show that Agx(A¢) — Agx(A) for each k. By an argument of Ledrappier
and Young [21], explained slightly differently in our earlier paper [10],
it suffices to show that € — Aj(A¢) is upper semi-continuous for each
k; and lower semi-continuous for those k such that py1(A) < px(A).

9.1. Upper semi-continuity. We shall show lim sup,_,, Ax(A¢) < Ax(A).
To see this, let n > 0. By the sub-additive ergodic theorem, there
exists an n such that %fEk(AEJ"))dIP’(w) < A(A) +1n. Ase — 0,
we have ALY — ALY — 0 and hence Z;(A0Y) — Z;(AMY) for all
w e Q. Set g(w) =1+ ||A(wo)|| and h(w) = ||Agl]. Then for e < 1,
log ||A€gl) | < 27 log(g+h)(7'@). Since this is integrable, the Reverse
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Fatou Lemma implies that limsup,_,q = [ Ej(AEén)) dP(@) < Ag(A) +n.
Hence Ay(A°) < Ax(A) + n for sufficiently small e.

9.2. Choice of Parameters. Now we move to showing the lower semi-
continuity of Ag(A°) in the case where pp1(A) < ux(A). We assume
without loss of generality (by scaling the entire cocycle by a constant
if necessary) that p1(A) <0 < ug(A).

Let n > 0. We are seeking an ¢y such that for € < ¢y, Ag(A°) >
A (A)—n. First, choose an ng and x such that the following inequalities
are satisfied:

X < min Con . ‘
48 max(Cay, Cos)’ 18 max(C1y, Ci7(1 + c%)) ’

n
< :
X 72k [log(1 + | Aulsns) dP(w)

N
[ ) ) > o 2 5(8) <
B

log* || Aullshs AP 1_ it P(B) < x.
] 108" A, s dP(e) < 1ok i B(B) < x

That ng and y can be chosen to satisfy the third inequality is a con-
sequence of Lemma 33. Let 0 be chosen so that P(G°) < x/2, where
G is the event that the block ALY is good as in Lemma 8. Let €; be
chosen so that N, := |Cy|loge|| > ng for all € < ¢;. Let €3 be such that
the probability that an N.-block of A’s contains a wild perturbation
is less than x/2 for all € < €3 (such an ey exists by Lemma 9). Let
G={weQ:weG;A,...,Ay_; are tame}. We will only consider
€’s that are smaller than €; and €y for the remainder of the argument.
In particular P(G®) < x.

We need to control EEk(AgLN)), where N is the length of a block
(as given by Lemma 9), and we let n — oo. Here and below, the
superscript € indicates that we are studying the perturbed cocycle.

9.3. Replacing =; with ék. We have
(10) Z(ATY) = E(ATY) - Gy,

by Lemma 34. The advantage of =5 over =, is that it admits a lower
bound in terms of sub-blocks.

9.4. Splitting A< into good and bad blocks. Recall a block
Aegﬁw is said to be good if 0/Nw € G, that is the unperturbed cocycle
is well-behaved, and the perturbations are tame. Given w, we split up
AeglN) into blocks of length N. Whenever three or more consecutive
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blocks are good, we form a super-block, G¢, consisting of the concate-
nation of the good blocks other than the first and last good blocks. All
of the remaining blocks are called filler blocks. The B¢ are the filler
blocks stripped of their first and last matrices.
We have
)=

E (24(B%) + E0(G9) + Eu(B) + 5(B) + 5(B) +.. ) B,

E (Z(af™

w

~—

(11)

where the splitting in the last line is into super-blocks (of variable
length, all a multiple of N), here designated by G*, and filler blocks,
B¢, all of length N —2 and FE; denotes an expected error term that we
now estimate.

To obtain (11), we split the concatenation of n blocks of length N
into the super-blocks and filler blocks as described above by repeatedly
applying Proposition 24, which sacrifices a single matrix as ‘glue’ at
each splitting site (or Corollary 28 in the case of two consecutive filler
blocks when two matrices are sacrificed). Since the expected number
of non-good N-blocks is less than yn and each such block gives rise
to at most 4 transitions between adjacent blocks in the concatenation
(the worst case happens when two super-blocks are joined by three
fillers), we deduce E; < 4ynmax(Co4, Cog)|loge|. From Lemma 9,
|loge| < 2N/Cy, so that

(12) El S SXTLN rnax(024, 028)/09 S %nTLN

9.5. Comparison of Z(G) and Z;(G¢). To bound one of the Z;(G¢),
the contribution from one of the super-blocks, we first compare to
Ek(G9), the corresponding contribution to the genuine singular values;
and then compare to =;(G°), the singular values of the unperturbed
block. Recall that each G° is preceded by an N-block L€ and followed
by an N-block R such that the enlarged block LG R* consists entirely
of good blocks.
For the first comparison, we have

Zx(D3GDs) — C:
(13) Hk( 3 3) 27

k(G) + 3(Ek(DGDs) — Ek(G)) — Cor,
using Propositions 27 and 32 respectively. Now

(14) (DG D) > Z4(LGRY) — E (LD 1) — Z(Dy L RY)
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by sub-additivity, and

E(L°GR) > log | det(L°G R | pr(g,))|

= log | det(L|ge pe(rL(roy))| + log | det(G
+log | det(R| pr(g,))|

> Zr(L°) + Z(G) + Zx(RE) + 3k log 6,

€ 1
(15) Re(F (Ro)))|

where we made use of Proposition 12 for the second inequality (Lem-
mas 7(c) and 8(a), (b) and (c) were used to ensure the hypotheses of
that Proposition are satisfied). Combining inequalities (13), (14) and
(15), we obtain

[1]:

((G) 2 Z0(G) + 3(Zr(L) + Eu(RY) — Z(LD; )
— 5.(D;1R) + 3klog 5) — Cyy.

By Lemmas 5(c), 8(d) and 9, we have Zy(L¢) and =Zi(R°) are non-
negative. By Lemma 8(e), using sub-additivity, we have Z;,(LD; '), 2 (D5 ' R) <
2kN [log(1 + || Aullsns) dP(w). Hence for each good block, we have

Z4(GY) > Z1(G9) — N/ (6x) + 9k log § — Car.

9.6. Comparison of =;(G¢) and Z;(G°). Next, by Proposition 10,
we have Z;(G¢) > Z1(G°) 4 2kllog d, where ¢ is the number of blocks
forming the G¢ super-block, so that overall, for each good block, we
have

(16) Ek(G) > E(G°) — N/ (6x) + 11kl log § — Cor,
where GV is the corresponding unperturbed block.
In summary,
(17)
E (ék(Afj"N))) >

E (ék(Be) 4 E(GO) + E(BY) + Ee(BY) + Ee(B) + .. ) B - B,

where FEj5 is the combined contribution of the errors coming from good

blocks via (16).

9.7. Comparison of E=,(B°) and Z;(B°). We next work on giving
a lower bound for the terms of the form EZ,(B¢). It turns out to
be convenient to bound this in the opposite order than the way we
obtained bounds for EZ,(G¢). Namely, we show EZ,(B¢) > Z,(B%) >
=x(BY).
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If the filler block B¢ = AegN_fl)w is not type II bad, we have E ék(BE) >
Zr(B%) — CuN by Proposition 14, where B® = A ]J\[Nfl)w, the unper-
turbed block. When B¢ is type II bad, we have EZ,(B) > Z,(B°) +
Ci7(loge — N) by Proposition 17. Smce by Lemma 9, we have loge >
—2N/Cy, we get EEx(B) > Z4(B°) — C17N(1 4 2/Cq) in this case.
We therefore have in either case that

(18) EZ(B°) 2 Zx(B%) —1/(18x)N

9.8. Comparison of Z;(B°) and Z;(B°). For the estimate =;(B°) >
Zx(B%), we use an argument similar to that in (13) and (14) above.
Namely, let the matrices preceding and following B° in the unperturbed

cocycle be L% and R°. We also write B® = Ag&w for the N-block,
L°BOR°. Then as before, we have

3(Zx(DyB°Dy) — Z(BY)) — Cyy
#(Bo) — Ex(L°Dy ") — Ex(Dy 'RY) — E(B°)) — Cor
B°%) — E4(BY%) = 3(Ex(L°D3") 4+ Z4(D3'RY)) — Cor.
We have the estimate for the subtracted terms in (19):

2Z%(B%) + 3(Z(L°Dy 1Y) + Z(D; ' RY)) < 3kF (07N w),

where F(w) = 32N 'og™ || A(c'w)]||shs. This is a consequence of sub-
additivity of Zj, the fact that ||AD; " ||op, [Allep < [|AllsHs for every
A € SHS and Z,(A) < klog||Allop- By the choice of yx, we have
Jae F(w)dP(@) < nN/(108k). The combined contribution from the
subtracted terms in (19) to all of the Z;(B¢) terms in (11) is bounded
above by

Skz 1F|I|er 0 w (OJN )

where Filler is G¢U 5_NGC UaNGe, the set of points which are the first
index of a filler block. Hence the expectation of the contribution of the
subtracted terms in (19) is at most nnN/12.

We use a similar argument to give a lower bound for the sum of the
added 2Z;(By) terms in (19). These terms are

(20) 2> Trier (77 @)Z (ADR).
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By the choice of x, [5 Zj (AS)N)) > —nN/72 for any set, B, of measure at
most x. Hence, the expected value of the expression in (20) is bounded
below by —nnN/12.

Combining these estimates along all filler blocks occuring in (11), we
see

n—1
(21) E (Z Triter (67 @) (E(AVNE) ) — Ek(Agfx&w))> > —nnN/6.
j=0

9.9. Combining the inequalities. At this point, we have (combining
inequalities (11), (16), (18) and (21)),

(22)
E (2.(44Y) >
E (Z4(B°) + Zx(G") + Zp(B") + Zp(B") + Zu(B") + ... ) = By — B> — By,

where F3 comes from the contributions of (18) and (21). Then using

(10)?

> E (Ex(B°) + Zx(G°) + E(B°) + Ex(B%) + Z4(B") +...) — Caa
_ éU”N> — (%(UN/X) E nsyper + Cor E ngyper — 11kn log 5)

- <1i8(77N/X) E nrier + émzN),

where nijer and nsyper are the number of filler and super-blocks respec-

tively in AEfDnN). By sub-additivity, the first term in parentheses is at

least EEk(A((U"N)). We have E ngijer < 3xn and E ngyper < X7,

EZ,(AUN) > EE(APN) — Cyy — ZynN — Coryn + 11knlog .

As e is reduced to 0, 6 does not grow, but N — oo so that for sufficiently
small €, we have

EZ,(ATY) > EZ,(ATY) — .
Hence we deduce Ag(A¢) > Ax(A) — 7, as required. O

10. CONVERGENCE OF THE OSELEDETS SPACES

Proof of Theorem B. Let k = D; be as in the statement of the theorem.
Let us assume, by possibly rescaling the cocycle by a constant, that
pi > 0> gy, Let 6p < 1 and

Ue={w: L(Ef (@), Ex(w)) > 200}
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We will show that for every 0 < n < 1 and every sufficiently small
e>0,PU) <.

Once this is established, convergence in probability of the Oseledets
spaces Y£(@) to Y2 (w) follows via the identity V(&) = Ef(0)NFf_, (@),
and the fact that F_,(w) coincides with the orthogonal complement
of the top k-dimensional Oseledets space of the adjoint cocycle (A€)*,
which converges in probability by the same argument. See [10, §4] for
details.

In what follows, we will repeatedly apply Lemma 8, assuming & <

2,01 < min{d, £&!}, and so the value of 7 provided by Lemma 8 sat-

Mk77
1sﬁes T <0 < g5

Let W, = 6 NU. N G, where N depends on € as in Lemma 9. For
sufficiently small €, we have P(GNa"¥G) > 1 — %, so that once we
show P(W,) < 2, we will be able to conclude that P(U,) = P(67NU,) <
P(W,) +P(G°) < 1.

Lemma 35. Suppose that & € G, and that /(E{(cNw), E(oc™Mw)) >
25. Then L(ES(w), Fi(AN)) < 46-Le (=N

Proof. We suppose the contrapositive: assume that L (Ff(w), Fk(A( ))) >
46~ te~ (=N Then let v € Ef(@w) N S. Write v = u + w with
u € Fk(A&N)) and w € Fk(ASJN))L. Then A<My = ANy + AN w + 2,
where z = (AegN) — AL(UN))’U.

By Lemmas 8(d) and 9, [|A™Nu|| < 1 and ||z|| < 1, while [[A™N w]|| >
467!, Recalling that AEéN)EIZ(cD) = E¢(6N®) and normalizing, we see
that an arbitrary point of Ef(a¥@0)NS lies within §/2 of Ek(AfuN)), and
so within ¢ of Ek(AS,N))ﬂS. By Lemma 2, we deduce /(B (N w), E’k(AE,N))) <
5. Now by Lemma 8(b), we see that Z/(ES(6Vw), Ey(cVw)) < 25. O

Lemma 36. If ¢ is sufficiently small so that 467 ' +2 < ¥V, 0 € G
and L(Ff(w), Fk(AgJN))) < 46 e =N e have

Er(Aty)

Proof. By hypothesis, there exists a unit length v € Ef(w) such that

v = f+f* with f € F,(AM), 1+ € F(AN) and || f2]| < 46~ e~ =TIV,
Now, since Ef(w) is k-dimensional, _k(AEU—J V) E:(@)) is the logarithm of

the volume growth of any k-dimensional parallelepiped in Ef () under

A“M Let v, vs, ..., v, be an orthonormal basis for Ef(w). Then,
Vol(A L0, AW, A 0) < VOI(ALY AL, )

+ Vol(Ang)f ,AeéN Vg, .. ,AEéN)vk).
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By the choice of f,

VOI(AE((:}N)JC7 AeéN)v% o ,AE((,—JN)Uk) < HAEL(;N)JC||€EIC71(A€£JN>)

_ k—1)7)N
< 9ttt pp1+(k=1)7) ’

where we have used that [|A<) f|| < |AL £l 4|4 F— AN || < 2.
Since || f+|| < 46 'e= =N then Vol(AEE-JN)fL, ANy Ay <
| fH]eSAE™) < 4=Teltactmnrthr)N O

Lemma 37. There erists ¢¢ > 0 and M € N such that for every
€ <€y, N> M and B C 2, we have that

/ ER(A WYY AP < N(jy + - - + px)P(B) + 27N,

B

In particular, for all sufficiently small €, the above holds for N chosen
as in Lemma 9.

Proof. By the L' convergence in the sub-additive ergodic theorem,

there exists M > 0 be such that [|Zx(AS) — n(uy + - + )1 <nt
for every n > M. In particular, for every n > M and every B C (2,

/ Ep(AD)dP < n(py + -+ - + ) B(B) + nt.
B

Notice that Z(A) < klog™ [[A<)|qp < k;zg;g(long | Agiwllop +
€|Ajllop), where we have used the fact that log* (z+y) < log™(z) + |y|.
For a fixed n, this shows that the family of functions g.(w) = Zx (AEED”))

for 0 < € < 1 is dominated, and converges as € — 0 to = (ASJ”)).
Hence, by the reverse Fatou lemma, for sufficiently small € > 0, n €
{M,...,2M — 1} and every B C (2,

/ E(AT)) AP < (g + - - + ) B(B) + 27n.
B

Using sub-additivity of Zj, we conclude that for every N > M, and
every B C (),

/ ER(ACYdP < Ny + -+ pp)P(B) + 27N.
B
O

Notice that if @ € W, then by Lemmas 35 and 36 (the first lemma
establishing the hypothesis of the next one), then Ek(AeéN)

E;(w)) <
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(1 + ...+ pg—1 + 2k7)N. Combining this with Lemma 37, we see

€ € : 1 — e\n
prt g = lim o~ Zp(A

B (@) AP()

L[ I B i
<5 [ =4 &gy @) dP(@) + ~N | Sk(4 &) dP(@)
W Wwe

< (py 4o gy +2kT)P(W) + (g + -+ - + ) P(WE) + 27

Hence,

—

pP(We) < (pn+ o ) — (5 + o+ ) + 4kT.

In particular, in view of the convergence of the exponents, for all suf-
ficiently small €, we have P(W,) < 5k7/py < 2. O
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