
Study Guide:  Working Memory 

Do you understand this paragraph:

The key notion of Miller’s chunk idea is that short-term storage, though possibly subject to certain 
constraints, is not rigid but amenable to strategies, such as chunking, that can expand its capacity. 
This notion is still very much present in cur- rent thinking about working memory. However, 
although the notion of a “magical number” is still part of current ideas regarding short-term 
storage capacity, recent work has suggested that this number might not actually be 7 2, as Miller 
suggested, but instead may be much less—3 plus or minus 1. This revised estimate comes from a 
review of studies suggesting that storage capacity is much lower than seven when participants are 
prevented from using strategies such as chunking or rehearsal (Cowan, 2001). 



What is the Brown-Peterson task?
Why does the chapter state in regards to this task that: 

The debate over whether information is lost from short-term memory because of decay, in 
addition to interference, has not been resolved, and the question is still studied today?
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2.2.2. Ready Accessibility
The high level of accessibility of information stored in short-term memory was
demonstrated in a classic set of studies conducted by Saul Sternberg (1966, 1969a),
which we briefly considered in Chapter 1. We now consider these findings in greater
detail. A variable number of items, such as digits (the memory set), were presented
briefly to participants at the beginning of a trial and then removed for a minimal
delay. Following the delay, a probe item appeared and participants were to indicate
whether or not the probe matched an item in the memory set. The time required to
respond should reflect the sum of four quantities: (1) the time required to process the
probe item perceptually, (2) the time required to access and compare an item in
short-term memory against the probe item, (3) the time required to make a binary
response decision (match–nonmatch), and (4) the time required to execute the nec-
essary motor response. Sternberg hypothesized that as the number of items in the
memory set increased, the second quantity—the total time required for access and
comparison—should increase linearly with each additional item, but the other three
quantities should remain constant. Thus, Sternberg hypothesized that when the re-
sponse time was plotted against the number of memory set items, the result would
be a straight line on the graph. Moreover, the slope of that line should reveal the av-
erage time needed to access and compare an item held in short-term memory. The re-
sults were as predicted—the plotted data formed an almost perfect straight line, and
the slope indicated an access plus-comparison time of approximately 40 milliseconds
(Figure 6–3). The hypothesis that information held in short-term memory could be
accessed at high speed was certainly borne out by these findings.

FIGURE 6–3 Recognition time related to memory set size in the Sternberg item 
recognition task

As the number of items to be memorized—the memory set size—increases from one to six, the time to
evaluate a probe increases in a linear manner with about a 40-millisecond increase per additional item.
The best-fitting line for the data obtained is plotted here; it is very close to the actual data points.
(Sternberg, S. (1969). The discovery processing stages: Extension of Donders’ method. In W. G. Koster (ed.),
Attention and Performance II. Amsterdam: North-Holland.)
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What is the task that generated
these results? 

What do the results appear to imply 
about speeded search through working memory?

Why did I write”..appear to…”?



What is meant by the “modal model” of memory?
Do you understand the following:  Yet today the modal model does not have the influence it once had, and most psychologists favor 
a different conceptualization of short-term storage, one that is not exclusively focused on its relationship to long-term storage and 
includes a more dynamic role than storage alone. This shift was reflected in the increasing use of the term “working memory” 
which better captures the notion that a temporary storage system might provide a useful workplace in which to engage in complex 
cognitive activities. 

Describe the Baddeley-Hitch model of working memory.

Answer the comprehension check questions on page 250. 



What is the evidence that verbal working memory includes
both the “mind’s voice” and the “mind’s ear”?

In formulating your answer, make use of the following
two variables:  (i) word length and (ii) auditory (another
term is acoustic) confusability.
 

The Baddeley-Hitch model suggests that the central executive and the visuospatial scratchpad 
take over and with the phonological loop out of operation phonological similarity and word 
length should no longer have an effect on working memory. How was this hypothesis tested?

What is the true function of the phonological loop?  How does
it help us cope with various tasks in the real world?
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between two Italian words, indicating that her general learning abilities were in-
tact when dealing with items that were phonologically familiar to her. But her im-
pairment prevented her from being able to accomplish the short-term storage of
phonologically unfamiliar items (in her case, Russian words) that apparently is
needed to accomplish longer term learning. Thus, the data support the idea that
the phonological loop has a primary function as a language-learning device, but
that this functionality can be exploited to support a wide range of verbal working
memory tasks.

3.2. The Visuospatial Scratchpad
Think of a familiar room (not the one you’re in now!). What objects are on the
walls? Name them in order, starting from the door and moving clockwise around the
room. Now ask yourself, did you do this by “looking around your room with your
mind’s eye”? If so, you have just engaged your visuospatial scratchpad.

The ability to develop, inspect, and navigate through a mental image is thought
to be a cardinal function of visuospatial working memory. (See Chapter 4 for a more
extensive discussion of imagery.) A classic experimental study examined these mem-
ory functions by having participants answer questions about an outlined capital
letter (Figure 6–8a) (Brooks, 1968). Participants were instructed to form a visual
mental image of the letter and then navigate around it. At each corner, they had to an-
swer yes or no to the question, is this corner at the extreme top (or extreme bottom)

FIGURE 6–8 A visuospatial imagery and interference task
(a) As participants mentally navigated around the figure, starting at the asterisk, they were to answer
yes or no questions about each corner as they reached it. (b) The time to respond was considerably
longer when participants had to point to a printed YES or NO than when they spoke their responses,
suggesting that the spatial movements interfered with the mental navigation.
(Brooks, L. R. (1968). Spatial and verbal components in the act of recall.  Canadian Journal of Psychology, 22, 349–368.)
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What is the task that
generated the results
in figure (b)?

What variable is being 
manipulated?

What evidence supports the following  claim?

It is thought that paying attention to a spatial location will enhance perceptual processing at 
that location. If the systems for spatial working memory are the same as those for spatial 
attention, then keeping a particular location in spatial working memory should also enhance 
perceptual processing of visual information that is physically presented at the remembered 
location .



Answer the  comprehension questions check on page 262 

These results are critical because they inform our notions regarding the nature of short-term 
storage in the brain. First, they suggest that the distinction between long-term memory and 
short-term memory—at least in many cases—is not so much in terms of structurally distinct 
brain systems, but rather in terms of the mechanisms by which the information is maintained. 
For short-term storage, information is maintained in the form of sustained neural activity, 
whereas for long-term storage this is unlikely to be the case. Second, for at least some brain 
regions, short-term memory storage is not like RAM in a computer at all, because RAM is 
completely flexible with regard to what information gets stored in different locations. Instead, 
in the brain some neural populations appear to be specialized for the storage of very selective 
kinds of information, such as a particular location on a screen in front of you. 

What results are being referred to in the following paragraph?

Do you understand the sentence 
in red ?  And the sentence in green?



What is the N-back task?

Answer the comprehension check questions on
page 273.

Answer the comprehension check questions on
page 276.


