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Abstract 

 
Children with Autism Spectrum Disorders (ASD) are 

impaired in their ability to produce and perceive dynamic 
facial expressions [1]. The goal of SmileMaze is to 
improve the expression production skills of children with 
ASD in a dynamic and engaging game format. The 
Computer Expression Recognition Toolbox (CERT) is the 
heart of the SmileMaze game. CERT automatically detects 
frontal faces in a standard web-cam video stream and 
codes each frame in real-time with respect to 37 
continuous action dimensions [2]. In the following we 
discuss how the inclusion of real-time expression 
recognition can not only improve the efficacy of an 
existing intervention program, Let’s Face It!, but it allows 
us to investigate critical questions that could not be 
explored otherwise.  
 

1. Introduction 
The field of computer vision has made significant 

progress in the past decade, notably within the domain of 
automated facial expression recognition. The field has 
now matured to a point where its technologies are being 
applied to important issues in behavioral science. Cutting 
edge computer vision technologies can now be leveraged 
in the investigation of issues such as the facial expression 
recognition and production deficits common to children 
with autism spectrum disorder (ASD). Not only can these 
technologies assist in quantifying these deficits, but they 
can also be used as part of interventions aimed at reducing 
deficit severity.  

 
The Machine Perception Lab at University of 

California, San Diego, has developed the Computer 

Expression Recognition Toolbox (CERT), which is 
capable of measuring basic facial expressions in real-time. 
At the University of Victoria in British Columbia, the 
Let’s Face It! (LFI!) system was developed as a training 
program that has been shown to improve the face 
processing abilities of children with ASD. By combining 
the expertise behind these two technologies in disparate 
disciplines we have created a novel face expertise training 
prototype SmileMaze. SmileMaze integrates the use of 
facial expression production into an intervention program 
aimed at improving the facial expression recognition and 
production skills of children with ASD. In the following 
text we will describe CERT, LFI!, and their union, 
SmileMaze, a novel expression recognition and production 
training prototype. We also wish to pay special attention 
to the scientific opportunities beyond the technologies 
themselves. In particular, we will discuss how an 
interdisciplinary approach combining cutting edge science 
from both computer and behavioral sciences has provided 
an opportunity to investigate high impact issues that have 
previously been intractable. 

2. CERT: The Computer Expression 
Recognition Toolbox 

Recent advances in computer vision open new avenues 
for computer assisted intervention programs that target 
critical skills for social interaction, including the timing, 
morphology and dynamics of facial expressions. The 
Machine Perception Laboratory at UCSD has developed 
the Computer Expression Recognition Toolbox (CERT), 
which analyzes facial expressions in real-time. CERT is 
based on 15 years experience in automated facial 
expression recognition [3] and achieves unmatched 
performance in real-time at video frame rates [4]. The 
system automatically detects frontal faces in a video 
stream and codes each frame with respect to 37 continuous 
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dimensions, including basic expressions of anger, disgust, 
fear, joy, sadness, surprise, as well as 30 facial action units 
(AU’s) from the Facial Action Coding System. 

 
The technical approach is a texture-based discriminative 

method. Such approaches have proven highly robust and 
fast for face detection and tracking [5].  Face detection and 
detection of internal facial features is first performed on 
each frame using boosting techniques in a generative 
framework [6].  Enhancements to Viola and Jones include 
employing Gentleboost instead of AdaBoost, smart feature 
search, and a novel cascade training procedure, combined 
in a generative framework. Automatically located faces 
are rescaled to 96x96 pixels, with a typical distance of 
roughly 48 pixels between the centers of the eyes. Faces 
are then aligned using a fast least squares fit on the 
detected features, and passed through a bank of Gabor 
filters with 8 orientations and 9 spatial frequencies (2:32 
pixels per cycle at 1/2 octave steps). Output magnitudes 
are then normalized and passed to the facial action 
classifiers.   
  

Facial action detectors were developed by training 
separate support vector machines to detect the presence or 
absence of each facial action.  The training set consisted of 
over 8000 images from both posed and spontaneous 
expressions, which were coded for facial actions from the 
Facial Action Coding System. The datasets used were the 
Cohn-Kanade DFAT-504 dataset [7]; The Ekman, Hager 
dataset of directed facial actions [8]; A subset of 50 videos 
from 20 subjects from the MMI database [9]; and three 
spontaneous expression datasets collected by Mark Frank 
(D005, D006, D007) [10]. Performances on a benchmark 
datasets (Cohn-Kanade) show state of the art performance 
for both recognition of basic emotions (98% correct 
detection for 1 vs. all, and 93% correct for 7 alternative 
forced choice), and for recognizing facial actions from the 
Facial Action Coding System (mean .93 area under the 
ROC over 8 facial actions, equivalent to percent correct on 
a 2-alernative forced choice).  

 
In previouse experiments, CERT was used to extract 

new information from spontanious expressions [11]. These 
experiments addressed automated discrimination of posed 
from genuine expressions of pain, and automated 
detection of driver drowsiness. The analysis revealed 
information about facial behavior during these conditions 
that were previously unknown, including the coupling of 
movements. Automated classifiers were able to 
differentiate real from fake pain significantly better than 
naïve human subjects, and to detect driver drowsiness 
above 98% accuracy. Another experiment showed that 
facial expression was able to predict perceived difficulty 
of a video lecture and preferred presentation speed [12]. 
Statistical pattern recognition on large quantities of video 

data can reveal emergent behavioral patterns that 
previously would have required hundreds of coding hours 
by human experts, and would be unattainable by the non-
expert. Moreover, automated facial expression analysis 
enables investigation into facial expression dynamics that 
were previously intractable by human coding because of 
the time required to code intensity changes. 

3. LFI!: The Let’s Face It! program 
While most people are social experts in their ability to 

decode facial information, an accumulating body of 
evidence indicates that individuals with autism spectrum 
disorder (ASD) lack many of the rudimentary skills 
necessary for successful face communication. ASD is 
clinically diagnosed as impaired socialization and 
communicative abilities in the presence of restricted 
patterns of behavior and interests [13]. 

3.1. Facial recognition deficits in ASD 
Children with ASD frequently fail to respond 

differentially to faces over non-face objects, are impaired 
in their ability to recognize facial identity and expression, 
and are unable to interpret the social meaning of facial 
cues. For children with ASD, facial identity recognition is 
specifically impaired in the midst of a normally 
functioning visual system [14]. Also, children with ASD 
demonstrate marked impairment in their ability to 
correctly recognize and label facial expressions [15].   

 
Recognizing faces, identification of expression, and 

recognition of identity are fundamental face processing 
abilities. However, the pragmatics of everyday face 
processing demand that people go beyond the surface 
information of a face in an effort to understand the 
underlying message of its sender. For example, in the real 
world, we read a person’s eye gaze to decipher what they 
might be thinking, or we evaluate a person’s expression to 
deduce what they might be feeling. Not surprisingly, 
children with ASD also show deficits in eye contact [16], 
joint attention [17], and using facial cues in a social 
context [18]. 

3.2. Let’s Face It!: A computer-based intervention 
for developing face expertise 

Let’s Face It! (LFI!) is a computer-based curriculum 
designed to teach basic face processing skills to children 
with ASD [19]. For ASD populations, there are several 
advantages to a computer-based approach. Children with 
ASD may actually benefit more from computer-based 
instruction than traditional methods [20]. Computer- 
versus teacher-based approaches in object naming skills 
have also been compared [21]. It was found that children 
in the computer-based instruction learned significantly 



 

more new words and showed greater motivation for 
learning activity than children in the traditional teacher-
based approach. Also, the features, such as music, 
variable-tone intensity, character vocalizations, and 
dynamic animations, are particularly motivating and 
reinforcing for persons with ASD and can easily be 
incorporated into computer-based instruction [22]. Finally, 
a computer-based curriculum offers a way to provide cost-
effective instruction to ASD children in either a home or 
school setting. 
 

LFI! targets skills involved in  the recognition of 
identity, interpretation of facial expressions and attention 
to eye gaze through a set of diagnostic assessments as well 
as a set of training exercises. The assessments provide a 
diagnostic tool for clinicians, teachers and parents to 
identify areas of deficit. The exercises provide a training 
environment through which children learn to improve their 
face processing skills using a number of engaging games. 
A single exercise can be used to train a wide range of face 
processing skills, while each exercises presents training 
material in a unique way.   

 
Preliminary findings from a randomized clinical trial 

indicate that children who played LFI! for 20 hours over a 
twelve-week intervention period showed reliable, ( t (59) 
= 2.61, p=.006; Cohen’s d = .69) gains in their ability to 
recognize the expression and identity of a face using 
holistic strategies. These results show that “face 
expertise”, like other forms of perceptual expertise, can be 
enhanced through direct and systematic instruction. 
Although these preliminary results are promising, a 
limitation of the LFI!  program is that it only uses static 
training stimuli and does not incorporate the subjects’ own 
dynamic facial productions. In light of evidence 
suggesting that individuals with autism have impaired or 
atypical facial expression production abilities [23] the 
shortcomings of LFI! could be addressed by incorporating 
dynamic interactions. 

4. Training facial expression expertise  
While LFI! provides a comfortable and engaging 

training environment for children with ASD, it only 
addresses recognition, not production of expressive faces. 
Relative to neurotypical individuals, individuals with 
autism are less likely to spontaneously mimic the facial 
expressions of others [24] and their voluntary posed 
expressions are more impoverished than those generated 
by typically developing individuals [25]. Several studies 
have already shown that a human interventionist can 
effectively train individuals with an ASD on facial 
expressions, including some generalized responding [26], 
providing even greater impetus for our goal of using 
software for this training.  Moreover, training in facial 

expression production may improve recognition, as motor 
production and mirroring may be integral to the 
development of recognition skills. As such, entangling 
facial expression perception and production training may 
prove more fruitful than either training paradigm would 
alone. 

4.1. SmileMaze  
We have incorporated the real-time face recognition 

capabilities of CERT into the LFI! treatment program in a 
prototype training exercise called SmileMaze. The goal of 
the exercise is to successfully navigate a maze while 
collecting as many candies as possible. The player 
controls a blue pacman-like game piece using the 
keyboard for navigation (up, down, left, right) and uses 
facial expressions to move their game piece past obstacles 
at various points within the maze.  As shown in Figure 1a, 
the player’s path is blocked by a yellow smile gremlin. In 
order to remove the gremlin and continue along the maze 
path, the player must produce and maintain a smile for a 
fixed duration of time.  

 
a. 

 
b. 

Figure 1. a. Screenshot of the SmileMaze game b. Sample 
interaction 

 



 

Video input is captured using a standard laptop video 
camera and continually analyzed by CERT. If CERT 
detects a smile, the Smile-O-Meter (Figure 1a, red bar left 
side) begins to fill. As long as CERT continues to detect a 
smiling face, the Smile-O-Meter will continue to fill. 
However, the moment a non-smile is detected the Smile-
O-Meter will cease to fill until a smile is once again 
detected.  Once the Smile-O-Meter has been filled, the 
obstacle is removed and the player may pass. Feedback 
regarding the facial expression being detected is provided 
via the game piece, which will change to show the 
expression being detected.  

 
Informal field-testing indicates that children with ASD, 

neurotypical children and adults enjoy playing the 
SmileMaze exercise. Observations suggest that the game 
initially elicits voluntary productions of smile behaviors.  
However, users find the game to be naturally entertaining 
and amusing thereby evoking spontaneous smiling 
expressions during game play. SmileMaze demonstrates 
the connection between voluntary and involuntary 
expression actions in a gaming format where voluntary 
productions can lead to involuntary productions and 
changes in affective state. 

4.2. Training in a real-world environment 
CERT has been shown to perform with high accuracy in 

a wide variety of real-world conditions; however, the 
nature of a training environment implies that the system 
will need to cope with a substantial degree of atypical 
expressive input. Indeed, pilot testing demonstrated that 
players enjoy trying to trick the system, posing with odd 
expressions. While this makes things more difficult for the 
system, we wish to encourage this sort of exploratory and 
entertaining behavior. In order to provide a predicable and 
intuitive user interaction we have incorporated a number 
of design techniques into SmileMaze to ensure that CERT 
can cope with atypical interactions. Not only is a stable 
and robust system desirable from a training standpoint, it 
is also of paramount importance for a natural and 
comfortable user interaction. 

 
CERT was designed to work with full-frontal face 

images. To account for this, we designed SmileMaze such 
that players naturally orient themselves ensuring that the 
video camera will capture a full-frontal face image. This 
was achieved by using a camera mounted at the top center 
of the computer screen as opposed to a stand-alone camera 
beside the monitor. This allows players to interact with the 
system using the video camera without explicitly directing 
their behavior to the camera. Indeed, pilot testing showed 
that players seldom explicitly look for, or at the camera 
when producing facial expressions; rather, their focus is 
directed at the computer monitor. This provides a tight 

coupling between user input and system feedback, 
resulting in a natural and intuitive interaction.  

 
As mentioned previously, pilot testing showed that 

players enjoyed trying to trick the system with unnatural 
facial expressions. To assist CERT in accurately labeling 
facial expressions we always provide a target expression 
for players to produce. This limits the scope of the 
possible expressions CERT is required to detect at any 
given point in time. By providing a target expression, 
CERT is only required to detect a smiling face, while any 
other facial expression is deemed to be a failure to 
produce the appropriate expression. A binary decision (is a 
smile present or not) reduces the decision space, resulting 
in very robust expression detection. 

5. Future work 
Here we do not discuss the intended future work in 

automated face and expression recognition; rather, we 
would like to focus on some of the behavioral questions 
that we can begin to explore by leveraging technologies on 
the cutting edge of automated real-time face recognition. 

5.1. An extended training program 
We developed SmileMaze as a proof of concept 

prototype that could be used to explore the dynamics of 
training expressive production alongside perception. We 
noted that participants were more engaged in their tasks 
and that they found the training exercises more fun if they 
could actively produce expressions as opposed to passive 
viewing. Formal measures of the benefits of including 
production into the LFI! training have not yet been 
collected as we only have a single expression production-
based exercise. However, with the addition of more 
production-based exercises we intend on quantifying the 
benefits of a perception/production based training 
program.  

 
In extending the variety of production-based exercises 

we are also able to address a number of open scientific 
questions. One such question relates to stimulus 
familiarity. Using CERT, we are now able to capture and 
quantify training stimuli from the participant’s 
environment. Parents, teachers, siblings and friends can all 
have images captured via web-cam. Captured images can 
be quantified and labeled by CERT, and integrated into 
the training stimuli set. While this may provide a more 
engaging environment for the participant, it may benefit in 
other ways as well. Participants may be able to bootstrap 
learning from familiar faces onto learning novel faces, 
facilitating a generalization of the skills they have learned. 
Also, using familiar faces from the participant’s 
environment may help in translating the skills learned in 
training exercises to the real world. Learning facial 



 

expressions using images of mom and dad can be directly 
applied and experience in the home environment. 

 
A second question we can explore in expanding the 

diversity of production-based exercises relates to the 
generality of expressions. We are now able to develop an 
“Emotion Mirror” application (Figure 2) in which players 
control the expressions of a computer-generated avatar 
and/or images and short video clips of real faces. This 
supports a highly important skill, namely expression 
invariance. Here, participants can explore the same 
expression on difference faces. This aids in training a 
generalized understanding of facial expressions. It also 
knits expressive production and perception as it is the 
participant’s own face that drives the expressions shown 
on the avatar and/or image.  

 
Figure 2. Emotion Mirror: An avatar responds to facial 
expressions of the subject in real-time. 
 

5.2. An extended expression assessment battery 
One of the primary contributions of LFI! was the 

development of a face perception assessment battery. With 
the addition of CERT, we are now able to augment the 
LFI! perception battery with measures of expression 
production as well. In preliminary research we tested 15 
typically developing children ages 4-10 on a set of facial 
expression production tasks, including imitation from 
photograph or video, posed expressions with a vignette 
(e.g., no one gave Maria presents on her birthday. She is 
sad. Show me sad), and spontaneous expressions (e.g. 
children are given a clear locked box with a toy inside and 
the wrong key), as well as smiles recorded during 
SmileMaze.  Preliminary analysis was performed using 
CERT to characterize the distribution of facial expression 
productions of normally developing children. This 
distribution can then be used to measure the expressive 
production of individuals in a range of tasks and scenarios. 

5.3. Translating trained skills into the world 
The main goal of an intervention like LFI! is to train 

and develop skills that translate into improvements in 
living standards. The goal of LFI! is not just to have 
participants show improvements on assessment batteries, 
but to show improvements in their real-world skills. 
Recognizing when a friend or business customer is 
unhappy and understanding what that means is crucial to 
social interaction.  

 
With the inclusion of expression production into the 

LFI! training and assessment battery we are now able to 
probe the integration of expressions and emotions at a 
level not previously possible. Physiological measures such 
as heart rate and skin conductance have been shown to be 
sensitive to affective state [27]. It has also been shown 
that the production of facial muscle movements associated 
with an emotion produce automatic nervous system 
responses associated with those emotions [28].  

 
Given that CERT allows us to train and assess the 

production of facial expressions, we are now able to 
measure changes in the physiological affects of expression 
production as in indicator of the integration of expressions 
and their meanings. While this may not provide conclusive 
evidence of development beyond production and 
perception into a cognitive understanding it would provide 
a strong contribution towards a convergence of evidence 
not otherwise possible. 

6. Conclusions 
The CERT system has been shown to encode face 

activation units and label basic facial expressions in real-
time with a high degree of accuracy under a variety of 
environmental conditions. Also, the LFI! intervention 
program has been shown to affectively diagnose face 
processing deficits and improve those skills through a face 
training curriculum. We have combined these two 
technologies into a facial expression production training 
exercise, SmileMaze. While still in a prototype phase, 
pilot tests strongly suggest that including expressive 
production into the LFI! program is a great benefit to its 
users. Further, and of interest to the scientific community, 
the inclusion of automatic expression recognition allows a 
number of high-impact and previously intractable issues to 
be explored.  
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