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Abstract. Let p and q be anisotropic quasilinear quadratic forms over a field F of char-
acteristic 2, and let i be the isotropy index of q after scalar extension to the function field
of the affine quadric with equation p = 0. In this article, we establish a strong constraint
on i in terms of the dimension of q and two stable birational invariants of p, one of which
is the well-known “Izhboldin dimension”, and the other of which is a new invariant that
we denote ∆(p). Examining the contribution from the Izhboldin dimension, we obtain a
result that unifies and extends the quasilinear analogues of two fundamental results on
the isotropy of non-singular quadratic forms over function fields of quadrics in arbitrary
characteristic due to Karpenko and Karpenko-Merkurjev, respectively. This proves in
a strong way the quasilinear case of a general conjecture previously formulated by the
author, suggesting that a substantial refinement of this conjecture should hold.

1. Introduction

An important general problem in the theory of quadratic forms over arbitrary fields is
to understand how invariants of quadratic forms can behave under scalar extension to the
function field of a quadric. Already of considerable interest here is the behaviour of the
most basic invariant, namely the isotropy index.1 From an algebraic-geometric viewpoint,
the problem here is to understand when a rational map can exist from one quadric to
another, or from one quadric to some higher quadratic Grassmannian of another.

Let F be an arbitrary field, let p and q be anisotropic quadratic forms of dimension
≥ 2 over F , and let s be the unique integer for which 2s < dimp ≤ 2s+1. Let F (p) be the
function field of the (integral) affine quadric Xp with equation p = 0, let i0(qF (p)) be the
isotropy index of q over F (p), and let k denote the (non-negative!) integer dimq−2i0(qF (p)).
Since the isotropy index is insensitive to rational extension ([1, Lem. 7.15]), i0(qF (p)) and
k depend only on the stable birational type of p (or more precisely, Xp). In studying
them, we should therefore search for stable birational invariants of p that are independent
of q, but still exert some degree of influence. A remarkable observation, originally due to
Hoffmann, is that the integer s defined above is such an invariant. This is the outcome
of the fundamental separation theorem, which asserts that if dimq ≤ 2s, then q cannot
become isotropic over F (p).2 Looking to the cases where isotropy does occur, we proposed
in [14] a strong conjectural generalization of this result:

Conjecture 1.1 ([14]). If qF (p) is isotropic, then dimq = a2s+1 + ε for some positive

integer a and integer ε ∈ [−k, k]
(
with ε ≡ k (mod 2)

)
.
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1The maximal dimension of a totally isotropic subspace of the vector space of definition.
2This was originally proved over fields of characteristic not 2 by Hoffmann in [2], and later extended to

characteristic 2 by Hoffmann and Laghribi in [5].
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In short, the more isotropy that occurs, the closer dimq should be to being divisible by
2s+1, with divisibility being forced when i0(qF (p)) attains its largest possible value of dimq

2 .
This establishes a somewhat unexpected link between the separation theorem and other
classical results on the latter extremity (e.g., Fitzgerald’s theorem – see [14, §3.2]).

When p and q are nonsingular3, it was shown in [17] that Conjecture 1.1 holds in a large
number of cases, including the case where k ≤ 2s−1 + 2s−2. This work relies on algebraic-
geometric tools that have been at the heart of many of the major advances in the subject
(and, more broadly, the study of index-reduction problems for algebraic groups) since the
1990s. While some recent developments have facilitated the extension of certain aspects of
the algebraic-geometric approach to the study of singular forms (see [8, 18]), there remain
cases of Conjecture 1.1 that must be handled by alternative means, and the most apparent
of these is that where q is a so-called quasilinear form. Indeed, one characterization of
quasilinearity is that the projective quadric defined by the form has no smooth points at
all, which renders standard algebraic-geometric methods very limited. A more concrete
characterization, however, is that quasilinear forms preserve addition of vectors, and this
makes the study of these forms more amenable to direct methods, even when the problems
of interest are inherently algebraic-geometric. As far as Conjecture 1.1 is concerned, the
case where q is quasilinear reduces to the case where both p and q have this property,
since it is easy to see that no isotropy can occur here unless F (p) is inseparable over F ,
forcing the smooth locus of Xp to be empty and p to be quasilinear. We refer to this as
the quasilinear case of our conjecture.

The quasilinear case of Conjecture 1.1 was studied in [16]. Among other things, it was
shown there that the statement holds when k ≤ 2s−1 +2s−2, mirroring the aforementioned
result of [17] on the case where p and q are nonsingular. In the present article, we prove
the assertion for all values of k. In fact, we are able to go much further. More specifically,
while the general optimality of Conjecture 1.1 is known, one expects it to fail outside the
cases where p has simplest possible stable birational type. In other words, one expects a
refinement involving more informative stable birational invariants of p that separate the
simplest types from the others. In the quasilinear case, the desired refinement is achieved
with the main result of this paper (Theorem 4.1), which constrains dimq in terms of k and
two discrete stable birational invariants of p that together capture a considerable amount
of non-trivial information. The first of these is the Izhboldin dimension dimIzh p, defined
here as the integer dimp− i1(p), where i1(p) = i0(pF (p)).

4 This invariant obviously exists
within the general theory, and has long been known to be important for the problem
under consideration. It takes values in the interval [2s, dimp − 1] (and hence sees s),
and takes the minimal value of 2s when p belongs to the class of quasilinear forms with
simplest stable birational type, the quasi-Pfister neighbours.5 The second invariant, which
we denote ∆(p), is new, and has no known extension to the general theory. It represents a
substantial refinement of the norm degree invariant introduced by Hoffmann and Laghribi
in [4], and comprises a certain set of non-negative integers bounded by the former. For a
fixed value of s, ∆(p) detects whether p is a quasi-Pfister neighbour, but also carries much
more information beyond, and the results established here indicate that it is of central
importance for the kind of problems we are trying to address.

3This is automatically the case if the characteristic of F is not 2.
4From an algebraic-geometric perspective, it is more natural to consider the integer dimp − i1(p) − 1,

and this is what one finds in much of the literature (e.g., [1]). The definition given here will be more
convenient for our purposes.

5These are the obvious quasilinear analogues of nonsingular Pfister neighbours, which are well-known
to have the simplest stable birational types among nonsingular forms.
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Now a basic motivation for examining the quasilinear case is to develop an idea of what
one can expect within the general theory, and while we know of no general substitute for
the invariant ∆(p) introduced here, the invariants s and dimIzh p exist within the wider
framework. Upon examining their contribution to our main result, we not only obtain the
quasilinear case of Conjecture 1.1, but a strong enhancement of it. More specifically, note
that Conjecture 1.1 is vacuously true when k ≥ 2s. Since dimIzh p ≥ 2s, the quasilinear
case therefore amounts to the first part of the following result:

Theorem 1.2. Suppose that F has characteristic 2, p and q are quasilinear, and qF (p) is
isotropic with k < dimIzh p. For each non-negative integer r, let yr be the largest integer
for which dimIzh p > yr2

r. Then:

(1) dimq = a2s+1 + ε for some positive integer a and integer ε ∈ [−k, k];
(2) If p is not a quasi-Pfister neighbour, then one of the following holds:

(i) dimq = a2s+2 + ε for some positive integer a and integer ε ∈ [−k, k];
(ii) dimIzh p = 2s, and there exist a non-negative integer r ≤ s−2 with k ≥ 2s−2r,

and positive integers x ≤ 2s−2−r and ε ∈ [(x− 1)2r+1 + 2s+1 − k, x2r+1 + k],
such that dimq = a2s+2 ± ε for some non-negative integer a;

(iii) dimIzh p > 2s, and there exist a non-negative integer r ≤ s− 1 with k ≥ yr2r,
and positive integers x < 2s+1−r − yr and ε ∈ [(x + yr)2

r+1 − k, x2r+1 + k],
such that dimq = a2s+2 + ε for some non-negative integer a.

Unless additional information is taken into account, this result is in fact the best possi-
ble: Modulo the requirements that dimq ∈ k + 2N and dimIzh p ∈ [2s, 2s+1), the only val-
ues of the quadruple (s, dimIzh p,dimq, k) that cannot be realized by an appropriate triple
(F, p, q) are those excluded by Theorem 1.2 (in particular, the case where k ≥ dimIzh p is
unrestricted). This is shown in §5. When p is not a quasi-Pfister neighbour, a sufficiently
small value of k forces us into the more palatable case (i) of (2). More specifically:

Corollary 1.3. Suppose that F has characteristic 2, p and q are quasilinear and qF (p) is
isotropic. Suppose further that p is not a quasi-Pfister neighbour, and that

k <


2s + 2s−1 if dimIzh p > 2s + 2s−1

2s if dimIzh p ∈ (2s, 2s + 2s−1]

2s−1 + 2s−2 if dimIzh p = 2s.

Then dimq = a2s+2 + ε for some positive integer a and integer ε ∈ [−k, k].

Proof. In all cases, k < dimIzh p, and so Theorem 1.2 (2) is applicable. Suppose that
dimIzh p > 2s. If r is a positive integer ≤ s − 1, and yr is the largest integer for which
dimIzh p > yr2

r, then yr2
r is at least 2s, and at least 2s+2s−1 in the case where dimIzh p >

2s + 2s−1. By hypothesis, we then have that k < yr2
r, and so we cannot be in case (iii)

of Theorem 1.2 (2). Similarly, if dimIzh p = 2s, then our assumption on k tells us that we
are not in case (ii) of Theorem 1.2 (2), and the result again holds. �

In fact, in the conclusion of Corollary 1.3, the integer 2s+2 may be replaced with Hoff-
mann and Laghribi’s norm degree (which is at least 2s+2 here) – see Corollary 4.3.

To explain the title of the article, we now give three other notable consequences of
Theorem 1.2. The first of these was originally shown in [13, Thm. 1.3], and the second by
Totaro in [19, Thm. 5.2]. The third is new, but very closely related to [15, Cor. 6.18].

Corollary 1.4. Suppose that F has characteristic 2 and that p and q are quasilinear. Let
2u be the largest power of 2 dividing dimIzh p. Then the following hold:

(1) i1(p) ≤ 2u;
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(2) If qF (p) is isotropic, then:
(i) dimq > dimIzh p;
(ii) i0(qF (p)) ≤ max{dimq − dimIzh p− 2u, 2u}.

Proof. The form pF (p) is isotropic, and setting q = p in the second part of (2) gives the
inequality i1(p) ≤ max{i1(p) − 2u, 2u}, which is obviously equivalent to (1). It therefore
suffices to prove (2). Let us first note that (ii) may be re-written as

(ii)’ k ≥ min{2dimIzh p− (dimq − 2u+1),dimq − 2u+1}.
If dimIzh p = 2s, then (i) says that dimq > 2s, and (ii)’ says that k ≥ 2s+1 − dimq. Both
these inequalities are immediate from Theorem 1.2 (1) (the first being the separation
theorem), so we can assume that dimIzh p > 2s. As remarked in the discussion preceding
Theorem 1.2, this implies that p is not a quasi-Pfister neighbour. Observe now that (i)
and (ii)’ are both satisfied if

(a) k ≥ dimIzh p− 1, or
(b) dimq ≥ 2dimIzh p+ 2u+1.

Indeed, if (a) holds then the validity of (ii)’ is evident, while (i) holds since dimq =
k + 2i0(qF (p)) ≥ k + 2. On the other hand, if (b) holds, then the validity of (i) is evident,

while (ii)’ holds since k ≥ 0. Now since dimp ≤ 2s+1, we have dimIzh p ≤ 2s+1 − 2u, and
so 2dimIzh p+ 2u+1 ≤ 2s+2. We have therefore reduced to the case where p is not a quasi-
Pfister neighbour, k ≤ dimIzh p − 2 and dimq < 2s+2. By Theorem 1.2 (2), there then
exist positive integers r ≤ s+ 1 and x ≤ 2s+1−r such that if yr is the largest integer with
dimIzh p ≥ yr2r, then k ≥ yr2r and dimq ∈ [(x+yr)2

r+1−k, x2r+1 +k] (if dimq = 2s+2−ε
for some ε ∈ [1, k], then we can take r = s + 1 and x = 1). Now, since x is positive, the
lower bound for dimq is at least (1 + yr)2

r+1− k ≥ 2dimIzh p− k ≥ dimIzh p+ 2, and so (i)
holds. For (ii)’, let us suppose that k < 2dimIzh p − (dimq − 2u+1). Combining this with
the lower bound for dimq, we then get that

(x− 1)2r + dimIzh p ≤ (x− 1)2r + (1 + yr)2
r = (x+ yr)2

r ≤ dimq + k

2
< 2u + dimIzh p.

Now if u were less than r, then 2u + dimIzh p would be at most (1 + yr)2
r by the definition

of yr. Since x is positive, the preceding inequalities therefore not only imply that 2u >
(x− 1)2r, but that u ≥ r, and hence that 2u ≥ x2r. The upper bound for dimq then gives
that k ≥ dimq − x2r+1 ≥ dimq − 2u+1, and so (ii)’ holds. �

Now the point we wish to emphasize is that these statements are not only true when p
and q are quasilinear, but also when p and q are nonsingular. Indeed, in that situation,
the second part of (2) is [15, Thm. 4.1], while (1) and (2)(i) are celebrated results due
to Karpenko ([6]) and Karpenko-Merkurjev ([1, 9]), respectively.6 In fact, as far as the
latter two results are concerned, no restriction on p or q is required: The Karpenko-
Merkurjev theorem was extended to the general case by Totaro in [19], and Karpenko has
recently extended his result to the (non-quasilinear) singular case in [8]. In view of this
situation, we expect that our Theorem 1.2 also extends to the general case, with the term
“quasi-Pfister neighbour” being replaced with a suitable formulation of “simplest stable
birational type”.7 This will be investigated in forthcoming work. Again, what we prove
here for quasilinear forms is actually much stronger (see Theorem 4.1), but we don’t know
to what extent one can hope for this kind of enhancement in the general theory.

6This explains the title of the article. We should remark that [6] not only assumed nonsingularity, but
that the characteristic of the ground field is not 2. This stronger assumption was rendered unnecessary,
however, by the work of Primozic on motivic Steenrod operations in positive characteristic ([12]).

7When p is (sufficiently) nonsingular, this will simply be “Pfister neighbour”.
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2. Preliminaries on Quasilinear Quadratic Forms

In this section, we collect various preliminary facts on quasilinear quadratic forms that
will be used throughout the main part of the text. The basic references here are [2, 13, 19].
We also establish our notation and terminology, which may, in places, differ slightly from
that found in the existing literature. We fix throughout a field F of characteristic 2.

2.A. Basic Notions. Let V be a finite-dimensional F -vector space. A map φ : V → F is
a quasilinear quadratic form on V if φ(av+w) = a2φ(v)+φ(w) for all a ∈ F and v, w ∈ V .
If b : V × V → F is a symmetric bilinear form, then its restriction to the diagonal is a
quasilinear quadratic form on V which we denote φb. Every quasilinear quadratic form
on V is of this type, but the bilinear form b is far from unique. If a1, . . . , an ∈ F , then
we write 〈a1, . . . , an〉 for the quasilinear quadratic form on Fn that sends (x1, . . . , xn) to∑n

i=1 aix
2
i . By a quasilinear quadratic form over F , we mean a quasilinear quadratic form

on some finite-dimensional F -vector space. Isomorphisms of quasilinear quadratic forms
over are defined in the standard way, and we use the symbol ' to indicate the existence
of an isomorphism between given forms. If a quasilinear quadratic form is isomorphic to
a non-zero scalar multiple of another, then we say that the two forms are similar. The
orthogonal sum and tensor product operations for symmetric bilinear forms give rise to
corresponding operations for quasilinear quadratic forms (denoted ⊥ and ⊗, respectively).
If φ and ψ are quasilinear quadratic forms over F , then we say that ψ is a subform of φ,
and write ψ ⊂ φ, if φ ' ψ ⊥ σ for some quasilinear quadratic form σ over F . If φ ∼= ψ⊗σ
for some σ, then we say that φ is divisible by ψ.

If φ is a quasilinear quadratic form over F , we shall write Vφ for the F -vector space
on which it is defined. The dimension of φ, denoted dimφ, is the dimension of Vφ. If
{v1, . . . , vn} is a basis of Vφ, then φ ' 〈φ(v1), . . . , φ(vn)〉. The set V 0

φ consisting of all
φ-isotropic vectors in Vφ is an F -linear subspace of Vφ. Its dimension is the isotropy
index i0(φ) of §1. The restriction of φ to the quotient space Vφ/V

0
φ is an anisotropic

quasilinear quadratic form of dimension dimφ− i0(φ) over F which we denote φan and call
the anisotropic part of φ. The form φ is isomorphic to the orthogonal sum of φan and the
zero form of dimension i0(φ). If dimφan ≤ 1, then we say that φ is split. If L is a field
extension of F , then we write φL for the quasilinear quadratic form on Vφ ⊗F L induced
by φ. By definition, we then have i0(φL) ≥ i0(φ) and (φL)an ⊂ (φan)L.

Modulo the obvious terminological changes, the preceding discussion carries over ver-
batim to the study of quasilinear quadratic forms on finite-rank free modules over discrete
valuation rings of characteristic 2 (defined the same way). In particular, if R is a DVR of
characteristic 2 with fraction field K and residue field k, and φ is a quasilinear quadratic
form on a finite-rank free R-module M , then the subset of M on which φ vanishes is an
R-linear direct summand of M , and so we may define i0(φ) to be its rank. Writing φK
(resp. φk) for the quasilinear quadratic form on the K-vector space M ⊗R K (resp. the
k-vector space M ⊗R k) induced by φ, then we then clearly have:

Lemma 2.1. i0(φK) = i0(φ) ≤ i0(φk).

If φ is a quasilinear quadratic form over F , then the value set D(φ) := {φ(v) | v ∈ Vφ}
is a finite-dimensional F 2-linear subspace of F . For indeterminates X1, . . . , Xn, Lemma
2.1 gives the following basic specialization result:

Corollary 2.2 (see [3, Cor. 3.7]). Let φ be a quasilinear quadratic form over F , and
let a1, . . . , an ∈ F . Suppose f ∈ F [X1, . . . , Xn]m, where m = (X1 − a1, . . . , Xn − an). If
f ∈ D(φF (X1,...,Xn)), then f(a1, . . . , an) ∈ D(φ).
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Proof. We may assume that n = 1 and that φ is anisotropic. Now, since f ∈ D(φF (X1)),
the form φF (X1) ⊥ 〈f〉 is isotropic. Applying Lemma 2.1 with R = F [X1]m, we get that φ ⊥
〈f(a1)〉 is isotropic over F . Since φ is anisotropic, it then follows that f(a1) ∈ D(φ). �

Up to isomorphism, quasilinear quadratic forms are determined by their isotropy index
and value set:

Lemma 2.3 (see [3, Prop. 2.6]). If ψ and φ are quasilinear quadratic forms over F ,
then ψan ⊂ φan if and only if D(ψ) ⊆ D(φ). In particular, ψan ' φan if and only if
D(ψ) = D(φ).

If φ and ψ are quasilinear quadratic forms over F , then D(φ ⊥ ψ) is the image of
the addition map D(φ)⊕D(ψ)→ F , and D(φ⊗ ψ) the image of the multiplication map
D(φ)⊗F 2D(ψ)→ F . Both maps are F 2-linear, and their kernels have dimension i0(φ ⊥ ψ)
and i0(φ⊗ ψ), respectively. Moreover, we have the following:

Lemma 2.4. Let φ and ψ be quasilinear quadratic forms over F , with φ being anisotropic.
Then φ ⊂ (φ ⊥ ψ)an and aφ ⊂ (φ⊗ ψ)an for all a ∈ D(ψ) \ {0}.

Proof. By the preceding remarks, we have D(φ) ⊆ D(φ ⊥ ψ) and D(aφ) = aD(φ) ⊆
D(φ⊗ ψ) for all a ∈ D(ψ). Now apply Lemma 2.3. �

If φ is a quasilinear quadratic form over F , then we shall write Xφ for the quadric
hypersurface in A(Vφ) defined by the vanishing of φ. If φ is not split, then Xφ is integral
and we write F (φ) for its function field. The latter can described concretely as follows:
Suppose φ ' 〈a〉 ⊥ φ′ for some a ∈ F \ {0} and some φ′ ⊂ φ. Let F (Vφ′) denote the
function field of A(Vφ′), and φ′(X) the element of F (Vφ′) represented by φ′. Then F (φ) is

F -isomorphic to the field F (Vφ′)
(√

a−1φ′(X)
)
.

2.B. Scalar Extension and Isotropy. Let φ be a quasilinear quadratic form over F . If L
is a field extension of F , then D(φL) is the image of the multiplication map D(φ)⊗F 2L2 →
L. This map is L2-linear, and its kernel has dimension i0(φL). When L is separable over
F (i.e., L⊗F K is reduced for every field extension K of F ), the map is injective, and so:

Lemma 2.5 (see [3, Prop. 5.3]). Let L be a separable field extension of F . If φ is a
quasilinear quadratic form over F , then i0(φL) = i0(φ).

Remark 2.6. In particular, if φ is anisotropic, then it remains anisotropic under scalar
extension to the function field of any generically smooth variety over F . By the proof of
[1, Prop. 22.1], any affine quadric defined by the vanishing of a non-quasilinear quadratic
form is generically smooth. Thus, if φ becomes isotropic over the function field of an affine
quadric X over F , then X must be the vanishing locus of a quasilinear quadratic form.

In studying the isotropy behaviour of quasilinear quadratic forms under scalar extension,
it follows that only (towers of) inseparable quadratic extensions ultimately matter. Here,
we have:

Lemma 2.7 (see [13, Lem. 2.27], [3, Prop. 5.10]). Suppose a ∈ F \ F 2. If φ is an
anisotropic quasilinear quadratic form over F , then

2i0(φF (
√
a)) = i0(〈〈a〉〉 ⊗ φ) = max{dimτ | τ ⊂ φ and τ is divisible by 〈〈a〉〉}.

In particular, i0(φF (
√
a)) ≤

dimφ
2 .

With the notation introduced at the end of §2.A, this gives:



EXTENDED KARPENKO-MERKURJEV THEOREMS FOR QUASILINEAR QUADRATIC FORMS 7

Lemma 2.8. Let φ and ψ be anisotropic quasilinear quadratic forms over F with dimψ ≥
2. Suppose that ψ ' 〈1〉 ⊥ ψ′ for some subform ψ′ ⊆ ψ. Then

2i0(φF (ψ)) = i0(〈〈ψ′(X)〉〉 ⊗ φF (Vψ′ )
) = max{dimτ | τ ⊂ φF (Vψ′ )

and τ is divisible by 〈〈ψ′(X)〉〉}.

In particular, i0(φF (ψ)) ≤ dimφ
2 .

Proof. Since F (ψ) is F -isomorphic to F (Vψ′)(
√
ψ′(X)), the claim follows immediately

from Lemmas 2.5 and 2.7. �

We remark that if φ is an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , then φ obviously becomes isotropic over F (φ).

2.C. Quasi-Pfister Forms. Given a positive integer n and elements a1, . . . , an ∈ F , we
write 〈〈a1, . . . , an〉〉 for the 2n-dimensional quasilinear quadratic form 〈1, a1〉⊗ · · ·⊗〈1, an〉.
A quasilinear quadratic form over F which is isomorphic to 〈1〉 or 〈〈a1, . . . , an〉〉 for some
a1, . . . , an ∈ F is said to be a quasi-Pfister form, or an n-fold quasi-Pfister form when its
dimension is 2n. These are the quasilinear quadratic forms associated to the well-known
Pfister bilinear forms. An anisotropic quasilinear quadratic form over F is a quasi-Pfister
form if and only if D(φ) is a subfield of F (see [3, Prop. 4.6]). If φ is a quasi-Pfister form,
then D(φ) is a field, so φan is again a quasi-Pfister form.

2.D. The Norm Form and Norm Degree. Let φ be a quasilinear quadratic form over
F . The norm field of φ, denoted N(φ), is the smallest subfield of F containing all products
ab with a, b ∈ D(φ). If φ ' 〈a1, . . . , an〉, then N(φ) = F 2(a1a2, . . . , a1an), so N(φ) is a
finite extension of F 2. By Lemma 2.3, there then exists, up to isomorphism, a unique
anisotropic quasilinear quadratic form φnor over F with D(φnor) = N(φ). Since N(φ) is a
field, φnor is a quasi-Pfister form. Its dimension, which is a power of 2, is called the norm
degree of φ, denoted ndeg(φ). In the sequel, it will be more convenient to work with the
integer lndeg(φ) := log2

(
ndeg(φ)

)
. The form φnor may also be characterized as follows:

Lemma 2.9 (see [13, Lem. 2.11]). Let φ be a quasilinear quadratic form over F . If π
is an anisotropic quasi-Pfister form over F , then φan is similar to a subform of π if and
only if φnor ⊂ π. In particular, φan is similar to a subform of φnor.

By the lemma, saying that φan is similar to a quasi-Pfister form is equivalent to saying
that φan is similar to φnor. Moreover, if 2n < dimφan ≤ 2n+1 for some integer n, then
lndeg(φ) ≥ n + 1. Equality holds here if and only if φan is a so-called quasi-Pfister
neighbour (see §2.G below). An upper bound for lndeg(φ) is given by dimφ − 1. This is
realized, for instance, by the forms 〈T1, . . . , Tn〉 over F (T1, . . . , Tn), where T1, . . . , Tn are
indeterminates. If L is a field extension of F , then it is immediate from the definitions that
(φL)nor ' ((φnor)L)an. In particular, the norm degree does not change under separable
field extensions (Lemma 2.5). For function fields of quasilinear quadrics, we have the
following basic but important fact:

Lemma 2.10 (see [3, Lemma 7.12]). Let φ and ψ be anisotropic quasilinear quadratic
forms of dimension ≥ 2 over F . If φF (ψ) is isotropic, then ψnor ⊂ φnor and lndeg

(
φF (ψ)

)
=

lndeg((φF (ψ))an) = lndeg(φ)− 1.

2.E. Similarity Factors and Divisibility by Quasi-Pfister Forms. Let φ be a quasi-
linear quadratic form over F . The set G(φ) = {a ∈ F \ {0} | aφ ' φ} ∪ {0} is then a
subfield of F containing F 2 (see [3, §6]). Its nonzero elements are called the similarity
factors of φ. One readily checks that G(φ) is in fact a finite extension of F 2. Like N(φ),
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it is therefore the value set of an anisotropic quasi-Pfister form over F , unique up to iso-
morphism. We denote this form φsim. If φ is a quasi-Pfister form, then G(φ) = D(φ)
(because D(φ) is a subfield of F ), and so φsim ' φan by Lemma 2.3. In general, we have
φsim = (φan)sim, and the following lemma then gives a characterization of this form:

Lemma 2.11. Let φ and ψ be anisotropic quasilinear quadratic forms over F with dimψ ≥
2. Suppose that ψ ' 〈1〉 ⊥ ψ′ for some ψ′ ⊂ ψ. Then the following are equivalent:

(1) φ is divisible by ψnor;
(2) D(ψ) ⊆ G(φ);
(3) ψ ⊂ φsim;
(4) D(φ) is closed under multiplication by arbitrary elements of D(ψ);
(5) (〈〈a〉〉 ⊗ φ)an ' φ for all a ∈ D(ψ);
(6) (ψ ⊗ φ)an ' φ;
(7) (〈〈ψ′(X)〉〉 ⊗ φF (Vψ′ )

)an ' φF (Vψ′ )
.

(8) i0(φF (ψ)) = dimφ
2 .

In particular, φ is divisible by φsim.

Proof. (1) ⇒ (2): Since 1 ∈ D(ψ), we have that ψ ⊂ ψnor. Thus, if (1) holds, then
D(ψ) ⊆ D(ψnor) = G(ψnor) ⊆ G(φnor).

(2)⇔ (3): Apply Lemma 2.3.
(2)⇒ (4): Clear.
(4) ⇒ (5): Let a ∈ D(ψ). By the remarks preceding Lemma 2.4, D((〈〈a〉〉 ⊗ φ)an) =

D(φ)+aD(φ). If (4) holds, if follows that D((〈〈a〉〉⊗φ)an) = D(φ), and so (〈〈a〉〉⊗φ)an ' φ
by Lemma 2.3.

(5)⇒ (6): If ψ ' 〈1, a1, . . . , an〉, then repeated application of (5) gives that (ψ⊗φ)an ⊂
(〈〈a1, . . . , an〉〉 ⊗ φ)an ' φ, and so (ψ ⊗ φ)an ' φ by Lemma 2.4.

(6) ⇒ (7): By Lemma 2.5, φ remains anisotropic over F (Vψ′). Since 〈〈ψ′(X)〉〉 is a
subform of ψF (Vψ′ )

, (6) and Lemma 2.4 then imply that (〈〈ψ′(X)〉〉 ⊗ φF (Vψ′ )
)an ' φF (Vψ′ )

.

(7)⇒ (8): Apply Lemma 2.8.
(8)⇒ (1): See [3, Thm. 6.10]. �

Note, in particular, that an anisotropic quasilinear quadratic form φ over F is a quasi-
Pfister form if and only if φ ' φnor ' φsim, and that φ is divisible by the norm form of
any of its subforms in this case. We will also need the following:

Lemma 2.12. Let φ be a quasilinear quadratic form over F . If φ is divisible by an
anisotropic quasi-Pfister form π over F , then φan is also divisible by π.

Proof. Since φ is divisible by π, G(φ) contains G(π) = D(π). But G(φ) = G(φan) by
definition, so Lemma 2.11 tells us that φan is also divisible by φ. �

2.F. The Knebusch Splitting Tower and Associated Invariants. Let φ be an
anisotropic quasilinear quadratic form over F . We define a finite tower of fields F0 ⊂
F1 ⊂ · · · ⊂ Flndeg(φ) such that lndeg(φFj ) = lndeg(φ)− j for all j as follows: Set F0 := F .
Suppose now that Fj−1 has been defined for some j ∈ [1, lndeg(φ)]. Since lndeg(φFj−1) =
lndeg(φ)− j+1 ≥ 1, φFj−1 is not split, and so we can set Fj := Fj−1((φFj−1)an). Applying
Lemma 2.10 to φFj−1 , we then have lndeg(φFj ) = lndeg(φFj−1) − 1 = lndeg(φ) − j. For
each j ∈ [1, lndeg(φ)], we set φj := (φFj )an and ij(φ) := i0(φFj )− i0(φFj−1). By construc-
tion, the dimensions of the φj are strictly decreasing in j, and lndeg(φj) = lndeg(φ) − j.
In particular, φFlndeg(φ)

is split. The integers i1(φ), . . . , ilndeg(φ)(φ) are the (relative) higher

isotropy indices of φ. Note that if dimφ ≥ 2, then dimφ1 = dimφ − i1(φ) is the Izh-
boldin dimension dimIzhφ considered in §1. If ψ is a subform of φ with dimψ > dimIzhφ,



EXTENDED KARPENKO-MERKURJEV THEOREMS FOR QUASILINEAR QUADRATIC FORMS 9

then Vψ ⊗F F (φ) must intersect the i1(φ)-dimensional subspace of φ-isotropic vectors in
Vφ ⊗F F (φ), and so ψF (φ) is isotropic. The separation theorem (see §1) then implies:

Lemma 2.13. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , and let n be the unique integer for which 2n < dimφ ≤ 2n+1. Then dimIzhφ ≥ 2n.

Remark 2.14. As mentioned in §1, we in fact know by [13] that if u is the smallest non-
negative integer with i1(φ) ≤ 2u, then dimIzhφ ≡ 0 (mod 2u). This will be reproved as
part of the main result of this paper (see Corollary 1.4 above).

Example 2.15. If π is an anisotropic n-fold quasi-Pfister form over F for some positive
integer n, then lndeg(π) = n and ij(π) = 2n−j for all integers j ∈ [1, n] (this follows from
Lemma 2.11, but see also [3, Ex. 7.23]). In particular, dimIzhπ = 2n−1.

We will need the following basic observation:

Lemma 2.16. Let r be a positive integer, let φ be an anisotropic quasilinear quadratic
form of dimension ≥ 2 over F , and let yr be the largest integer for which dimφ > 2ryr. If
φ is divisible by an anisotropic r-fold quasi-Pfister form over F , then:

(1) lndeg(φ) ∈ [r, r + yr];
(2) dimIzhφ is divisible by 2r;
(3) ij(φ) is divisible by 2r for all j ∈ [1, lndeg(φ)− r].

Proof. Let π be an anisotropic r-fold quasi-Pfister form dividing φ. Since φ is similar
to a subform of φnor, the same is true of π, and so lndeg(φ) ≥ lndeg(π) = r. Set s :=
lndeg(φ) − r. If j ≤ s, then we have lndeg(φj−1) = lndeg(φ) − j + 1 > lndeg(φ) − s = r.
By Lemma 2.10, it follows that if F = F0 ⊂ F1 ⊂ · · · ⊂ Flndeg(φ) is the Knebusch splitting
tower of φ, then π remains anisotropic over Fs. Applying Lemma 2.12, we then see that
φj is divisible by π for all j ≤ s. Since ij(φ) = dimφj − dimφj−1 for all j, this proves (2)
and (3). At the same time, we have lndeg(φs) = lndeg(φ) − s = r, and so the preceding
remarks imply that φs is similar to π. In particular, dimπ = 2r, so

2rs ≤
s∑
j=1

ij(φ) = dimφ− dimφs = dimφ− 2r ≤ 2ryr,

and hence lndeg(φ) = r + s ≤ r + yr, proving (1). �

2.G. Stable Birational Equivalence and Neighbours. Let φ and ψ be anisotropic
quasilinear quadratic forms of dimension ≥ 2 over F . If the quadrics Xφ and Xψ are stably
birational as varieties over F , then we say that φ and ψ are stably birationally equivalent,

and write φ
stb∼ ψ. The results of [19] allow us to characterize this relation as follows:

Theorem 2.17 (Totaro). If φ and ψ are anisotropic quasilinear quadratic forms of di-
mension ≥ 2 over F , then the following are equivalent:

(1) φ
stb∼ ψ;

(2) There exist F -places F (φ) ⇀ F (ψ) and F (ψ) ⇀ F (φ);
(3) There exist rational maps Xψ 99K Xφ and Xφ 99K Xψ;
(4) Both φF (ψ) and ψF (φ) are isotropic.
(5) φF (ψ) is isotropic and dimIzhφ = dimIzhψ.

Proof. (1)⇒ (2): Clear.
(2)⇒ (3): Follows from the completeness of Xφ and Xψ (see, e.g., [1, P. 408]).
(3)⇔ (4): Clear.
(4)⇔ (5): Apply [19, Theorem 5.2].
(4)⇒ (1): Apply [19, Theorem 6.5]. �
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As discussed in §1, invariants of quasilinear quadratic forms that respect the relation
stb∼ are at the heart of this article. A new such invariant will be considered in §3 below.
As for previously studied examples, we have:

Lemma 2.18. Let φ and ψ be anisotropic quasilinear quadratic forms of dimension ≥ 2

over F . If φ
stb∼ ψ, then:

(1) φnor ' ψnor;
(2) lndeg(φ) = lndeg(ψ);
(3) dimIzhφ = dimIzhψ;
(4) ij(φ) = ij(ψ) for all j ≥ 2.

Proof. (2) is an immediate consequence of (1), which holds by Lemma 2.10. (3) is part
of Theorem 2.17, so it only remains to show (4). By hypothesis, F (φ) and F (ψ) are F -
linearly embeddable into an extension L of F which is purely transcendental over both. By
Lemma 2.5, we then have that (φL)an ' (φ1)L. At the same time, since φF (ψ) is isotropic,
[14, Thm. 6.6] (restated below as Theorem 4.7) and Lemma 2.4 tell us that (φF (ψ))an
contains a subform similar to ψ1. But (3) says that dimφ1 = dimψ1, so it follows that
(φ1)L and (ψ1)L are similar. Now h(φ1) = h(φ) − 1 and h(ψ1) = h(ψ) − 1, and since
isotropy indices are insensitive to rational extension (Lemma 2.5), the claim follows. �

Let φ and ψ be anisotropic quasilinear quadratic forms of dimension ≥ 2 over F . If ψ
is similar to a subform of φ, and dimψ > dimIzhφ, then we say that ψ is a neighbour of φ.
If ψ is a neighbour of φ, then φF (ψ) is evidently isotropic. At the same time, the remarks

preceding Lemma 2.13 above show that ψF (φ) is also isotropic, so φ
stb∼ ψ by Theorem 2.17.

In general, stable birational equivalence is more complicated, but we do have:

Lemma 2.19. Let φ and ψ be anisotropic quasilinear quadratic forms of dimension ≥ 2

over F with φ
stb∼ ψ. If φ is a quasi-Pfister form, then ψ is a neighbour of φ.

Proof. By Lemma 2.18, we have ψnor ' φnor = φ. By Lemma 2.9, it follows that ψ is
similar to a subform of φ. At the same time, dimψ > dimIzhψ = dimIzhφ by Theorem
2.17, and so ψ is a neighbour of φ. �

Neighbours of anisotropic quasi-Pfister forms of dimension ≥ 2 are called quasi-Pfister
neighbours. They may be further characterized as follows:

Lemma 2.20 (see [13, Corollary 3.11]). Let φ be an anisotropic quasilinear quadratic form
of dimension ≥ 2 over F , and let s be the unique integer for which 2s < dimφ ≤ 2s+1.
Then the following are equivalent:

(1) φ is a quasi-Pfister neighbour;
(2) φ is a neighbour of φnor;
(3) lndeg(φ) = s+ 1;
(4) φ1 is similar to a quasi-Pfister form.

Recall from §2.D that if φ is an anisotropic quasilinear quadratic form of dimension
≥ 2 with 2s < dimφ ≤ 2s+1, then s < lndeg(φ) < dimφ. Thus, among all anisotropic
quasilinear quadratic forms of dimension in a fixed interval of the form (2s, 2s+1], the
quasi-Pfister neighbours are those which have minimal norm degree (namely s + 1). Per
§1, they should be understood as the forms with simplest stable birational type.
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3. Multiples of Quasi-Pfister Forms and the Invariant ∆

In this section, we consider anisotropic quasilinear quadratic forms which are divisible
by or “close” to being divisible by anisotropic quasi-Pfister forms. These considerations
lead us to a new stable birational invariant of anisotropic quasilinear quadratic forms
which we denote ∆. As indicated in §1, this invariant will play a crucial role in our main
results. We continue to fix here a field F of characteristic 2.

3.A. Strong π-Neighbours. To bring some order to the later discussion, we make here
the following definition:

Definition 3.1. Let η be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F which is divisible by a quasi-Pfister form π. By a strong π-neighbour of η, we mean a
neighbour of η which has dimension strictly greater than dimη − dimπ.

Note that if φ is an anisotropic quasilinear quadratic form of dimension ≥ 2 over F ,
then saying that φ is divisible by an anisotropic quasi-Pfister form π is equivalent to saying
that φ is a strong-π neighbour of itself. Our definition therefore extends the concept of
divisibility by quasi-Pfister forms to one of “near-divisibility”. In the most extreme case,
it recovers the notion of a quasi-Pfister neighbour: By Lemma 2.20, saying that φ is a
quasi-Pfister neighbour is equivalent to saying that φ is a strong φnor-neighbour of φnor.
We make the following additional observations:

Remarks 3.2. Let η and π be as in Definition 3.1, let φ be a neighbour of η, and let n be
the unique integer for which 2n < dimφ ≤ 2n+1.

(1) Let r be the foldness of π, and let yr be the largest integer for which dimφ > yr2
r.

If φ is a strong π-neighbour of η, then we must have that dimη = (yr + 1)2r (since
η is divisible by π, dimη is divisible by 2r). At the same time, in order for φ to be
a neighbour of (and hence stably birationally equivalent to) η, Lemma 2.13 tells
us that we must have 2n < dimη ≤ 2n+1. Thus, if φ is a strong π-neighbour of η,
then 2n < dimη ≤ 2n+1 and the foldness of π is at most n+ 1.

(2) If π has foldness n + 1, then φ is a strong π-neighbour of η if and only if φ is a
quasi-Pfister neighbour and (π, η) = (φnor, aφnor) for some a ∈ F \ {0}. Indeed,
the conditions are clearly sufficient, and necessity follows from the preceding ob-
servation that dimη ≤ 2n+1 when φ is a strong π-neighbour of η (recall that if φ
is a neighbour of an anisotropic quasi-Pfister form π, then π ' φnor).

More generally, we have the following:

Lemma 3.3. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , let n be the unique integer for which 2n < dimφ ≤ 2n+1, and let π be an anisotropic
quasi-Pfister form of foldness ≤ n+ 1 over F . If η is an anisotropic quasilinear quadratic
form of dimension ≥ 2 over F , then the following are equivalent:

(1) φ is a strong π-neighbour of η;
(2) dim(π ⊗ φ)an < dimφ+ dimπ and η is similar to (π ⊗ φ)an.

Proof. Suppose first that (1) holds, i.e., that φ is a strong π-neighbour of η. The inequality
dimη < dimφ+dimπ then holds by definition, so to prove that (2) holds, it suffices to show
that η is similar to (π ⊗ φ)an. Replacing η with a similar form if needed, we can assume
that φ ⊂ η. Since η is divisible by π, Lemma 2.11 then gives that (π⊗φ)an ⊂ (π⊗η)an ' η.
To prove the desired assertion, we therefore have to check that (π ⊗ φ)an and η have the
same dimension. Note, however, that (π⊗ φ)an is also divisible by π by Lemma 2.12, and
so both dimensions are divisible by dimπ. If they were different, we would then have that
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dim(π ⊗ φ)an ≤ dimη − dimπ. But φ is a subform of (π ⊗ φ)an (Lemma 2.4), and has
dimension > dimη − dimπ by hypothesis, so this is impossible. Thus, (2) holds.

Conversely, suppose that (2) holds. As noted above, (π ⊗ φ)an is divisible by π, so the
same is true of η. Since dimη < dimφ + dimπ by hypothesis, showing that (1) holds
therefore amounts to showing that φ is a neighbour of η. Since φ is a subform of (π⊗φ)an,
it is similar to a subform of η, so what has to be checked is that dimφ > dimIzh η. If η
is not similar to π, then Lemma 2.16 (2) tells us that i1(η) is divisible by dimπ, and so
dimφ > dimη − dimφ ≥ dimIzhφ, as desired. Otherwise, η is similar to a quasi-Pfister
form of dimension ≤ 2n+1, and so dimIzh η ≤ 2n by Lemma 2.20, again yielding the desired
inequality. This proves the lemma. �

In particular, in the situation of Definition 3.1, the form η is determined up to a scalar
by π and any of its strong π-neighbours. We therefore introduce the following terminology:

Definition 3.4. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , and let π be an anisotropic quasi-Pfister form over F . If φ is a strong π-neighbour of
some anisotropic quasilinear quadratic form of dimension ≥ 2 over F , then we shall say
that φ is a strong π-neighbour.

The preceding discussion then amounts to:

Lemma 3.5. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , and let π be an anisotropic quasi-Pfister form over F . Then φ is a strong π-neighbour
if and only if dim(π ⊗ φ)an < min(dimφ + dimπ, 2dimφ). Moreover, in this case, φ is a
strong π-neighbour of (π ⊗ φ)an.

Before proceeding, we also need to note the following:

Lemma 3.6. Let φ and π be anisotropic quasilinear quadratic forms of dimension ≥ 2
over F with π being quasi-Pfister. If φ is a strong π-neighbour, then φF (π) is isotropic and
π ⊂ φnor.

Proof. Let π′ ⊂ π be such that π = 〈1〉 ⊥ π′. Set K := F (Vπ), and let π′(X) ∈ K be the
generic value of π′. Then 〈〈π′(X)〉〉 ⊂ πK , and so (〈〈π′(X)〉〉 ⊗ φK)an ⊂ (πK ⊗ φK)an. By
Lemma 3.5, it follows that dim(〈〈π′(X)〉〉 ⊗ φK)an < 2dimφ, and so φF (π) is isotropic by
Lemma 2.8. By Lemma 2.10, we must then also have that π ⊂ φnor. �

3.B. The Invariants Pr. Motivated by the above discussion, we introduce a new family
of invariants of anisotropic quasilinear quadratic forms as follows:

Definition 3.7. Let φ be an anisotropic quasilinear quadratic form over F . For each
non-negative integer r, we define Pr(φ) to be the set consisting of all isomorphism classes
of anisotropic r-fold quasi-Pfister forms π over F for which dim(π ⊗ φ)an < dimφ+ 2r.

Remark 3.8. In the situation of the definition, let yr be the largest integer for which
dimφ > yr2

r. If π is an anisotropic r-fold quasi-Pfister form over F , then (π ⊗ φ)an is
divisible by π (Lemma 2.12), and hence has dimension divisible by 2r. Since φ is a subform
of (π⊗φ)an (Lemma 2.4), it follows that [π] ∈ Pr(φ) if and only if dim(π ⊗ φ)an < (yr+2)2r,
in which case we must then have dim(π ⊗ φ)an = (yr + 1)2r.

By definition, P0 is the constant invariant {[〈1〉]}. We are therefore interested in the
case where r ≥ 1. We have here the following basic observations:

Lemma 3.9. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , let n be the unique integer for which 2n < dimφ ≤ 2n+1, and let r be a positive integer.
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(1) If r ≥ n+ 1, and π is an anisotropic r-fold quasi-Pfister form over F , then [π] ∈
Pr(φ) if and only if φnor ⊂ π. In particular, Pr(φ) = ∅ for all integers r ∈
[n+ 1, lndeg(φ)− 1] and Plndeg(φ)(φ) = {[φnor]}.

(2) If r ≤ n+ 1, and π is an anisotropic r-fold quasi-Pfister form over F , then [π] ∈
Pr(φ) if and only if φ is a strong π-neighbour, in which case π ⊂ φnor.

(3) Pn+1(φ) 6= ∅ if and only if φ is a quasi-Pfister neighbour, in which case Pn+1(φ) =
{[φnor]}.

(4) Pn(φ) 6= ∅ if and only if φ is a quasi-Pfister neighbour, in which case Pn(φ) =
{[π] | π is an n-fold quasi-Pfister subform of φnor}.

Proof. (1) Suppose that r ≥ n + 1, and let π be an anisotropic r-fold quasi-Pfister form
over F . By Remark 3.8, we then have that [π] ∈ Pr(φ) if and only if dim(π ⊗ φ)an = 2r.
Since (π⊗φ)an is divisible by π (Lemma 2.12) this holds if and only if (π⊗φ)an is similar
to π. Now φ is similar to a subform of (π ⊗ φ)an, so if this holds, then we must have
that φnor ⊂ π by Lemma 2.9. Conversely, if φnor ⊂ π, then φ is similar to a subform of
π = πsim, and so (π ⊗ φ)an is similar to π by Lemma 2.11.

(2) The first statement is Lemma 3.5, and the second then holds by Lemma 3.6.
(3) This follows from (1) and Lemma 2.20.
(4) Let π be an n-fold quasi-Pfister subform of φnor. By (2), proving (4) amounts to

showing that φ is a strong π-neighbour if and only if φ is a quasi-Pfister neighbour. But
if φ is a strong π-neighbour of an anisotropic form η over F , then we must have that
dimη = 2n+1 by Remark 3.2 (1). Since η is divisible by π, it must then be similar to an
(n + 1)-fold quasi-Pfister form, and so φ is a quasi-Pfister neighbour. Conversely, if φ is
a quasi-Pfister neighbour, then dimφnor = 2n+1 (Lemma 2.20). Since π and φ are similar
to subforms of φnor, and since (φnor ⊗ φnor)an ' φnor (Lemma 2.11), we then have that

dim(π ⊗ φ)an ≤ dimφnor = 2n+1 < min(dimφ+ dimπ, 2dimφ),

and so φ is a strong π-neighbour by Lemma 3.5. �

Example 3.10. Let n be a non-negative integer. If φ is an anisotropic n-fold quasi-Pfister
form over F , then Pr(φ) = {[π] | π is an r-fold quasi-Pfister subform of φ} for all integers
r ∈ [0, n]. Indeed, φ is divisible by all its quasi-Pfister subforms, so the claim holds by
part (2) of Lemma 3.9.

Next, we note that if Pr(φ) is non-empty for some anisotropic quasilinear quadratic
form φ of dimension ≥ 2 over F and positive integer r < lndeg(φ), then the basic stable
birational invariants of φ are constrained in a non-trivial way:

Lemma 3.11. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , let r be a positive integer < lndeg(φ), and let yr be the largest non-negative integer for
which dimφ > yr2

r. If Pr(φ) 6= ∅, then:

(1) lndeg(φ) ∈ [r, r + yr];
(2) dimIzhφ is divisible by 2r;
(3) ij(φ) is divisible by 2r for all j ∈ [2, lndeg(φ)− r].

Proof. Let π be an anisotropic r-fold quasi-Pfister form over F such that [π] ∈ Pr(φ), and
set η := (π ⊗ φ)an. By Lemma 3.9 (2), φ is a strong π-neighbour of η. In particular, we

have φ
stb∼ η.

(1) Since φ
stb∼ η, we have lndeg(φ) = lndeg(η) by Lemma 2.18 (2). But since η is

divisible by π, we have lndeg(η) ∈ [r, r + yr] by Lemma 2.16 (1).
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(2) Since φ
stb∼ η, we have dimIzhφ = dimIzh η by Lemma 2.18 (3). Now η is divisible by

π, but not similar to π (since r < lndeg(φ), we have dimπ < dimφ by Lemma 3.9), and
so dimIzh η is divisible by 2r by Lemma 2.16 (2).

(3) Again, since φ
stb∼ η, we have ij(φ) = ij(η) for all j ≥ 2 by Lemma 2.18 (4). Applying

Lemma 2.16 (3) to η then gives the result. �

In particular:

Corollary 3.12. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F . If Pr(φ) 6= ∅ for some positive integer r < lndeg(φ), then lndeg(φ) ≤ dimφ+1

2 .

Proof. Since r < lndeg(φ), Lemma 3.9 (1) tells us that r < log2(dimφ). For each k ≤ r,
let yk be the largest integer for which dimφ > yk2

k. Then yr < yr−1 < · · · < y1, and so

r + yr ≤ 1 + y1 ≤ dimφ+1
2 . The claim then follows from the first part of Lemma 3.11. �

Example 3.13. If X1, . . . , Xn are n ≥ 4 indeterminates, and φ is the n-dimensional
(anisotropic) quasilinear quadratic form 〈X1, . . . , Xn〉 over F (X1, . . . , Xn), then lndeg(φ) =
n−1 > n+1

2 . By Corollary 3.12, it follows that Pr(φ) = ∅ for all positive integers r ≤ n−2.

Next, we observe the following:

Proposition 3.14. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F , let r ≤ s be non-negative integers, and let yr and ys be the largest integers for
which dimφ > yr2

r and dimφ > ys2
s, respectively. Suppose that σ and π are anisotropic

quasi-Pfister forms over F such that [σ] ∈ Pr(φ) and [π] ∈ Ps(φ). Set η := (π ⊗ σ)an.

(1) η is a t-fold quasi-Pfister form for some t ≥ s.
(2) For all integers i ∈ [s, t], there is an i-fold quasi-Pfister subform η ⊂ η such that

[η] ∈ Pi(φ). In particular, Pi(φ) 6= ∅ for all i ∈ [s+ 1, t].
(3) If either of the following holds, then σ ⊂ π:

• Ps+1(φ) = ∅;
• ys is even and dimφ > (yr + 1)2r−1 + ys2

s−1.
(4) If either of the two conditions in (3) holds, or if ys is odd, then (σ⊗φ)an ⊂ (π⊗φ)an.

Proof. We can assume that r > 0. Since D(η) = D(π ⊗ σ′) is a subfield of F , η is a t-fold
quasi-Pfister form for some positive integer t. Since π ⊂ σ (Lemma 2.4), we have t ≥ s,
and so (1) holds. To prove (2), (3) and (4), we need the following:

Claim 3.15. Suppose, in the above situation, that a ∈ D(σ) \ D(π). Then [〈〈a〉〉 ⊗ π] ∈
Ps+1(φ), and dim(〈〈a〉〉 ⊗ π ⊗ φ)an ≤ (yr + 1)2r + 2

(
(ys + 1)2s − dimφ

)
.

Proof. Set τ := 〈〈a〉〉 ⊗ π. Since a /∈ D(π), τ is an anisotropic (r + 1)-fold quasi-Pfister
form. Now, since φ ⊂ (π ⊗ φ)an (Lemma 2.4), we can write (π ⊗ φ)an ' φ ⊥ ψ for some
form ψ of dimension (ys + 1)2s − dimφ < 2s over F . By Lemma 2.3, we then have that

(τ⊗φ)an ' (〈〈a〉〉⊗φ ⊥ 〈〈a〉〉⊗ψ)an ⊂ (〈〈a〉〉⊗φ)an ⊥ (〈〈a〉〉⊗ψ)an ⊂ (σ⊗φ)an ⊥ (〈〈a〉〉⊗ψ)an,

and so dim(τ ⊗ φ)an ≤ (yr+1)2r+2dimψ. This proves the inequality in the statement. At
the same time, since r ≤ s, and since dimψ < 2s, we get that dim(τ ⊗ φ)an ≤ (ys + 2)2s.
By Remark 3.8, this implies that [τ ] ∈ Ps+1(φ), and so the claim is proved. �

We return to the proof of the proposition:
(2) If σ ⊂ π, then it follows from Lemma 2.11 that η ' π, and the statement holds

trivially. Suppose now that σ 6⊂ π. By Lemma 2.3, there then exists an element a ∈
D(σ) \ D(π). Set ηs+1 = 〈〈a〉〉 ⊗ π. By Claim 3.15, [σs+1] ∈ Ps+1(φ). Observe now that
since 〈〈a〉〉 ⊂ σ, we have (〈〈a〉〉 ⊗ σ)an ' σ (again use Lemma 2.11), and so (ηs+1 ⊗ σ)an '
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π ⊗ 〈〈a〉〉 ⊗ σ)an ' (π ⊗ σ)an = η. Thus, if t ≥ s + 2, then we can repeat the preceding
argument with σs+1 replacing π to find an (s+2)-fold quasi-Pfister subform ηs+2 ⊂ η such
that [ηs+2] ∈ Ps+2(φ). Continuing in this way, we obtain the desired result.

(3) If Ps+1(φ) = ∅, then it follows from (2) that t = s, and so η ' π. By Lemma 2.11,
we then have that σ ⊂ π. Suppose now that dimφ > (yr + 1)2r−1 + ys2

s−1. Let a ∈ D(σ).
If a /∈ D(π), then Claim 3.15 tells us that [〈〈a〉〉 ⊗ π] ∈ Ps+1(φ), and so (〈〈a〉〉 ⊗ π ⊗ φ)an
has dimension divisible by 2s+1. On the other hand, the second statement of the claim,
together with our assumed lower bound for dimφ, gives that

dim(〈〈a〉〉 ⊗ π ⊗ φ)an ≤ (yr + 1)2r + 2
(
(ys + 1)2s − dimφ

)
< (ys + 2)2s.

But then (ys + 1)2s must be divisible by 2s+1, i.e., ys is odd.
(4) If σ ⊂ π, there is nothing to show. Suppose now that σ 6⊂ π, and let a ∈ D(σ)\D(π).

By Claim 3.15, we then have that [〈〈a〉〉 ⊗ π] ∈ Ps+1(φ). If ys is odd, it then follows that
dim(〈〈a〉〉 ⊗ π ⊗ φ)an = (ys+1)2s. But (〈〈a〉〉⊗π⊗φ)an contains (π⊗φ)an as a subform, and
since the latter also has dimension (ys+1)2s, we then have that (〈〈a〉〉⊗π⊗φ)an ' (π⊗φ)an.
By Lemma 2.4, it follows that (〈〈a〉〉 ⊗ φ)an ⊂ (π ⊗ φ)an. Since this obviously also holds
when a ∈ D(π), it holds for all a ∈ D(σ). Since D(σ ⊗ φ) is generated as an F 2-vector
space by products ab with a ∈ D(σ) and b ∈ D(φ) (see the remarks preceding Lemma
2.4), Lemma 2.3 then gives that (σ ⊗ φ)an ⊂ (π ⊗ φ)an. �

In particular, we obtain the following:

Corollary 3.16. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F , and let n be the unique integer for which 2n < dimφ ≤ 2n+1. Then there exists a
positive integer m ∈ [0, n + 1] \ {n} and an anisotropic m-fold quasi-Pfister form π over
F such that:

(1) Pr(φ) = ∅ for all r ∈ [m+ 1, lndeg(φ)− 1];
(2) Pm(φ) = {[π]};
(3) If r ≤ m, and σ is an anisotropic quasi-Pfister form over F such that [σ] ∈ Pr(φ),

then σ ⊂ π;
(4) m = n+ 1 if and only if φ is a quasi-Pfister neighbour, in which case π ' φnor.

Proof. Take m to be the largest non-negative integer ≤ n + 1 for which Pm(φ) 6= ∅. If
m = n+ 1, then φ is a quasi-Pfister neighbour and we can take π = φnor (Lemma 3.9 (3)
and Lemma 3.6). If not, then Pm+1(φ) = ∅, and the existence of the desired form π is
then an immediate consequence of Proposition 3.14 (3). �

Remark 3.17. In the case where φ is not a quasi-Pfister neighbour, the quasi-Pfister form
π of Corollary 3.16 seems to be a new invariant of φ.

In the next subsection, we will use the preceding discussion to define a new stable
birational invariant of an arbitrary quasilinear quadratic form of dimension ≥ 2. To prove
its stable birational invariance, however, we will need to observe that, for any non-negative
integer r, non-triviality of the invariant Pr on a particular form can be detected under
purely transcendental base change. This is a consequence of the following lemma:

Lemma 3.18. Let σ be an anisotropic quasilinear quadratic form of dimension n ≥ 1
over F (X), where X is an indeterminate. If D(σ) ⊆ F (X2), then there exist polynomials
f1, . . . , fn ∈ F [X] such that σ ' 〈f1(X2), . . . , fn(X2)〉 and the quasilinear quadratic form
〈f1(0), . . . , fn(0)〉 is anisotropic over F .

Proof. Since D(σ) ⊆ F (X2), there certainly exist n-tuples of polynomials (f1, . . . , fn) ∈
F [X]n such that σ ' 〈f1(X2), . . . , fn(X2)〉. Let us choose one for which the integer
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i=1 deg(fi) is minimal. Reordering the fi if necessary, we can assume that deg(f1) ≤

· · · ≤ deg(fn). We claim that 〈f1(0), . . . , fn(0)〉 is anisotropic. Suppose, to the contrary,
that this is not the case. There then exists an integer r ∈ [1, n] such that fr(0) lies in the

F 2-linear span of f1(0), . . . , fr−1(0), say fr(0) =
∑r−1

i=1 λ
2
i fi(0) with λ1, . . . , λr−1 ∈ F . Set

gr := fr +
∑r−1

i=1 λ
2
i fi, and set gi := fi for all i 6= r. By construction, we then have that:

• 〈g1(X2), . . . , gn(X2)〉 ' 〈f1(X2), . . . , fn(X2)〉 ' σ (apply Lemma 2.3);
•
∑n

i=1 deg(gi) ≤
∑n

i=1 deg(f1)
(
since deg(f1) ≤ · · ·deg(fr)

)
;

• gr(0) = 0.

Replacing (f1, . . . , fn) with (g1, . . . , gn), we can therefore assume that fr(0) = 0, i.e., that
fr = Xf ′r for some f ′r ∈ F [X] with deg(f ′r) = deg(fr)−1. Then 〈fr(X2)〉 ' 〈X2f ′r(X

2)〉 '
〈f ′r(X2)〉, and so σ ' 〈f1(X2), . . . , fr−1(X

2), f ′r(X
2), fr+1(X

2), . . . , fn(X2)〉. But deg(f ′r)+∑
i 6=r deg(fi) =

(∑n
i=1 deg(fi)

)
− 1, so this contradicts our choice of (f1, . . . , fn). �

Proposition 3.19. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F , and let r be a non-negative integer. If L is a purely transcendental field extension
of F , then Pr(φ) 6= ∅ if and only if Pr(φL) 6= ∅.

Proof. Let π be an anisotropic r-fold quasi-Pfister form over F . Since L/F is separable, π
remains anisotropic over L (Lemma 2.5). It is then immediate that [πL] ∈ Pr(φL) whenever
[π] ∈ Pr(φ). Thus, Pr(φL) is non-empty if Pr(φ) is. For the reverse implication, we may
assume that L = F (X) for a single indeterminate X. Under this assumption, suppose that
π is an anisotropic r-fold quasi-Pfister form over L such that [π] ∈ Pr(φL). By Lemma 3.6,
π is a subform of (φL)nor. Since L/F is separable, however, we have (φL)nor ' (φnor)L (see
the remarks directly preceding Lemma 2.10), and so the elements of D(π) are L2-linear
combinations of elements of F . Since L2 = F 2(X2), it follows that D(π) ⊆ F (X2). By
Lemma 3.18, we then have that π ' 〈f1(X2), . . . , f2r(X

2)〉 for some f1, . . . , f2r ∈ F [X]
such that the quasilinear quadratic form τ := 〈f1(0), . . . , f2r(0)〉 is anisotropic over F . We
claim that τ is a quasi-Pfister form. Since τ is anisotropic, this amounts to showing that
N(τ) = D(τ), i.e., that D(τ) is closed under multiplication. By additivity, it suffices to
show that fi(0)fj(0) ∈ D(τ) for all i, j ∈ [1, 2r]. But since π is a quasi-Pfister form, we
have fi(X

2)fj(X
2) ∈ D(π). By the Cassels-Pfister theorem (which is valid for quasilinear

quadratic forms, see [1, Thm. 17.3]) it follows that fi(X
2)fj(X

2) =
∑2r

k=1 gk(X)2fk(X
2)

for some g1, . . . , g2r ∈ F [X]. Evaluating at 0, we get fi(0)fj(0) =
∑2r

k=1 gk(0)2fk(0) ∈
D(τ), and so our claim holds. We now claim that [τ ] ∈ Pr(φ). Let yr be the largest
integer for which dimφ > yr2

r. By Remark 3.8, proving our claim amounts to showing
that dim(τ ⊗ φ)an < (yr+2)2r. But since π ∈ Pr(φL), we have dim(π ⊗ φL)an < 2r(yr+2).
Since π is isomorphic to the form 〈f1(X2), . . . , f2r(X

2)〉, and since the latter is defined
over F [X], the claim then follows by applying Lemma 2.1 to 〈f1(X2), . . . , f2r(X

2)〉 ⊗ φ
viewed as form over the discrete valuation ring F [X](X). �

Although Proposition 3.19 is all we shall need in the sequel, one might wonder whether
its conclusion remains valid if we allow L to be an arbitrary separable extension of F .
While we are unable to address this in general, we can at least show that the answer is
positive in a number of cases. We first note:

Lemma 3.20. Let L be an algebraic field extension of F , and let ψ be an anisotropic
quasilinear quadratic form over L. If L/F is Galois, and D(ψ) is stable under the canonical
action of Gal(L/F ) on L, then ψ ' τL for some quasilinear quadratic form τ over F ,
unique up to isomorphism. Moreover, if ψ is a quasi-Pfister form, then so is τ .
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Proof. The extension L2/F 2 is also Galois, and the restriction map Aut(L) → Aut(L2)
identifies its Galois group with that of L/F . The action of Gal(L/F ) on D(ψ) then
determines an action of Gal(L2/F 2) which is evidently L2-semilinear. Thus, if U is locus
of Gal(L/F )-fixed points in D(ψ), then U is finite-dimensional as an F 2-vector space, and
the multiplication map D ⊗F 2 L2 → U is an L2-linear isomorphism. Up to isomorphism,
there is then a unique quasilinear quadratic form τ over F such that D(τ) = U and τL ∼= ψ
(see Lemma 2.3). Finally, if ψ is quasi-Pfister, then D(ψ) is a subfield of L, and so the
fixed-point locus U is a subfield of F , so that τ is also quasi-Pfister. �

We now have:

Proposition 3.21. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F , let r be a non-negative integer, and let yr be the largest integer for which dimφ >
yr2

r. Let L be a separable extension of F . Suppose that any of the following hold:

(1) Pr+1(φL) = ∅;
(2) dimφ > 2r(yr + 1)− 2r−1;
(3) yr is odd;
(4) r ∈ {0, 1, n,m}, where n is the unique integer for which 2n < dimφ ≤ 2n+1, and

m = max{r | r ≤ n+ 1 and Pr(φ) 6= ∅}.
Then Pr(φ) 6= ∅ if and only if Pr(φL) 6= ∅.

Proof. The validity of the implication Pr(φ) 6= ∅ ⇒ Pr(φL) 6= ∅ has already been noted
in the proof of Proposition 3.19. For the converse, we can assume that L/F is finitely
generated. Proposition 3.19 then allows us to reduce to the case where L/F is finite and
separable. Since the ‘only if’ implication holds, we can in fact assume that L/F is finite
and Galois. Under this assumption, let π be an anisotropic r-fold quasi-Pfister form over
F such that [π] ∈ Pr(φ), and set η := (π ⊗ φ)an. For each σ ∈ Gal(L/F ), and each
quasilinear quadratic form µ over L, let us write σ∗(µ) for the quasilinear quadratic form
σ ◦ µ over L. Note that D

(
σ∗(µ)

)
= σ

(
D(µ)

)
, so σ∗ commutes with the formation of

anisotropic parts and sends quasi-Pfister forms to quasi-Pfister forms. It is also clear that
σ∗ commutes with the formation of tensor products, so

σ∗(η) ' σ∗
(
(π ⊗ φL)an

)
'
(
σ∗(π)⊗ σ∗(φL)

)
an

= (σ∗(π)⊗ φL)an.

Since [π] ∈ Pr(φ), we then have that σ∗(π) ∈ Pr(φ) also. Consider now the anisotropic
quasi-Pfister form ψ :=

(
⊗σ σ∗(π)

)
an

, where the tensor product is taken over all σ ∈
Gal(L/F ). By the remarks preceding Lemma 2.4, D(ψ) is the image of the L2-linear
multiplication map

⊗
σ σ
(
D(π)

)
→ L, and is thus a Gal(L/F )-stable subfield of L. By

Lemma 3.20, it follows that there exists an anisotropic quasi-Pfister form τ over F such
that τL ' ψ. Set s := lndeg(τ). Since L/F is separable, we have s = lndeg(ψ) (Lemma
2.5). Since σ∗(π) ∈ Pr(φ), Proposition 3.14 then tells us that s ≥ r, ψ ∈ Ps(φL), and
Pi(φL) 6= ∅ for all r ≤ i ≤ s. Again, using Lemma 2.5, we then have that

dim(τ ⊗ φ)an = dim(τL ⊗ φL)an = dim(ψ ⊗ φL)an,

and so [τ ] ∈ Ps(φ). We now consider the four situations in the statement.
(1) If Pr+1(φL) = ∅, then we must have that s = r, and so [τ ] ∈ Pr(φ).
(2) Suppose that dimφ > 2r(yr + 1) − 2r−1. If yr is even, then then Proposition 3.14

(3) tells us that σ∗(π) ⊂ π for all σ ∈ Gal(L/F ), and so η ' π by Lemma 2.11. Thus,
s = r, and we again have that [τ ] ∈ Pr(φ). Thus, to complete case (2), it suffices to cover
case (3), which we now do.

(3) Let σ ∈ Gal(L/F ). If yr is odd, then Proposition 3.14 (4) tells us that (σ∗(π) ⊗
φL)an ' η. By Lemma 2.12, it follows that η is divisible by σ∗(π). By Lemma 2.11, we
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then have that D(ψ) ⊆ G(η), and hence that η is divisible by ψ ' τL. Let τ ′ be an r-fold
quasi-Pfister subform of τ . By Lemmas 2.5 and 2.11, we then have that

dim(τ ′ ⊗ φ)an = dim(τ ′L ⊗ φL)an ≤ dim(ψ ⊗ η)an = dimη,

and so [τ ′] ∈ Pr(φ).
(4) The assertion is clear when r = 0, and when r = n, it is immediate consequence of

Lemma 3.9 (4). When r = m, it follows from (1) (if m < n + 1) and Lemma 3.9 (3) (if
m = n+ 1). It remains to consider the case where r = 1. By (2), we can assume here that
dimφ is odd, so that dimη = dimφ+ 1. We claim that there exists a 1-fold quasi-Pfister
subform τ ′ ⊂ τ such that [τ ′] ∈ P1(φ). We argue by induction on dimφ. If dimφ = 1,
there is nothing to show, so assume that dimφ ≥ 3. To do the induction step, we use a
result to be stated and proved in the next section. Specifically, since (τ ⊗ φ)an is divisible
by τ (Lemma 2.11), Corollary 4.15 and Remark 4.16 below tell us that there exists an

anisotropic quasilinear quadratic form φ̂ over F such that

(i) φ ⊥ φ̂ ' (τ ⊗ φ)an, and

(ii) dim φ̂ − 2i0(φ̂M(ν)) = dimφ − 2i0(φM(ν)) for every separable extension M/F and
subform ν ⊂ τM of dimension ≥ 2.

Note that when ν is a 1-fold quasi-Pfister form, the equality in (ii) may be rewritten as

dim(ν ⊗ φ̂M )an − dim φ̂ = dim(ν ⊗ φM )an − dimφ (Lemma 2.8). In particular, taking

(M,ν) = (L, π), we get that dim(π ⊗ φ̂L)an − dim φ̂L = 1, and so [π] ∈ P1(φ̂L). Now,

since [τ ] ∈ Ps(φ), (i) implies that dim φ̂ < dimφ (see Corollary 3.16). By the induction
hypothesis, it follows that there exists a 1-fold quasi-Pfister subform τ ′ ⊂ τ such that [τ ] ∈
P1(φ̂). Applying the above equality with (M,ν) = (F, τ ′), we then get that dim(τ ′ ⊗ φ)an−
dimφ = 1, and so [τ ′] ∈ P1(φ), completing the proof. �

3.C. The Invariant ∆. We now come to the main point of this section. Recall that
if φ is a quasilinear quadratic form of dimension ≥ 2 over F , then we write φ1 for the
anisotropic part of φ over F (φ). The dimension of φ1 is equal to the Izhboldin dimension
dimIzhφ. We make the following definition:

Definition 3.22. For any quasilinear quadratic form φ of dimension ≥ 2 over F , we set
∆(φ) := {r | r < lndeg(φ) and Pr(φ1) 6= ∅}.

Remark 3.23. In the above situation, the sets Pr(φ1) clearly only depend on the similarity
type of φ1 over F (φ), so the same is true of ∆(φ).

The discussion of the previous subsection gives us the following:

Proposition 3.24. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F , and let n be the unique integer for which 2n < dimφ ≤ 2n+1.

(1) ∆(φ) contains 0 and lndeg(φ)− 1.
(2) If r ∈ ∆(φ), then r /∈ [n+ 1, lndeg(φ)− 2].
(3) n+ 1 ∈ ∆(φ) if and only if ndeg(φ) = n+ 2 and dimIzhφ > 2n.
(4) n ∈ ∆(φ) if and only if one of the following holds:

• φ is a quasi-Pfister neighbour (i.e., lndeg(φ) = n+ 1);
• lndeg(φ) = n+ 2 and dimIzhφ > 2n.

(5) If r ∈ ∆(φ) for some non-negative integer r ≤ lndeg(φ)− 2, then:
(i) lndeg(φ) ∈ [r+1, r+1+yr], where yr is the largest integer for which dimIzhφ >

yr2
r;

(ii) dimIzhφ− i2(φ) is divisible by 2r;
(iii) ij(φ) is divisible by 2r for all j ∈ [3, lndeg(φ)− r − 1].
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(6) If lndeg(φ) ≥ dimφ
2 + 2, then ∆(φ) = {0, lndeg(φ)− 1}.

Proof. We may assume that n ≥ 1, so that dimφ1 ≥ 2 (if dimφ = 2, then ∆(φ) = {0} by
definition).

(1) It is clear that 0 ∈ ∆(φ), while lndeg(φ)− 1 = lndeg(φ1) ∈ ∆(φ) by Lemma 3.9 (1).
(2) Again, since lndeg(φ1) = lndeg(φ)− 1, this holds by Lemma 3.9 (1).
(3) By Lemma 3.9 (1), n + 1 ∈ ∆(φ) if and only if φ1 is a neighbour of an anisotropic

(n+1)-fold quasi-Pfister form, which holds if and only if lndeg(φ1) = n+1 and dimφ1 > 2n.
The claim then follows since lndeg(φ1) = lndeg(φ)− 1 and dimφ1 = dimIzhφ.

(4) By Lemma 2.13, we have dimφ1 = dimIzhφ ≥ 2n. By Lemma 3.9 (2), it follows that
n ∈ ∆(φ) if and only if one of the following holds:

• φ1 is similar to an n-fold quasi-Pfister. φ1 is a neighbour of an anisotropic (n+ 1)-
fold quasi-Pfister form;
• φ1 is similar to an n-fold quasi-Pfister form.

Now the first condition holds if and only if φ is a quasi-Pfister neighbour (Lemma
2.20), and we have just seen that the second holds if and only if lndeg(φ) = n + 2 and
dimIzhφ > 2n.

(5) Since lndeg(φ1) = lndeg(φ)− 1 and dimφ1 = dimIzhφ, all three statements hold by
Lemma 3.11.

(6) As above, this holds by Corollary 3.12. �

Examples 3.25. (1) If φ is a quasi-Pfister neighbour, then ∆(φ) = {0, 1, . . . , n}, where
n is the unique integer with 2n < dimφ ≤ 2n+1. Indeed, in this case, φ1 is similar to
an n-fold quasi-Pfister form (Lemma 2.20), and so the claim holds by Example 3.10.

(2) IfX1, . . . , Xn are n ≥ 5 indeterminates, and φ is the (anisotropic) quasilinear quadratic
form 〈X1, . . . , Xn〉 over F (X1, . . . , Xn), then lndeg(φ) = n−1 ≥ n

2 + 2, and so ∆(φ) =
{0, n− 1} by part (6) of Proposition 3.24.

By Proposition 3.19, we also have:

Proposition 3.26. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F . If L is a purely transcendental field extension of F , then ∆(φL) = ∆(φ).

This allows us to prove that ∆ respects stable birational equivalence:

Proposition 3.27. Let φ and ψ be quasilinear quadratic forms of dimension ≥ 2 over F .

If φ
stb∼ ψ, then ∆(φ) = ∆(ψ).

Proof. By hypothesis, F (φ) and F (ψ) are F -linearly embeddable into an extension L of
F which is purely transcendental over both. Moreover, as noted in the proof of Lemma
2.18 (4), the forms (φ1)L and (ψ1)L are similar. In view of Remark 3.23, the claim then
follows immediately from Proposition 3.26. �

Before proceeding, it will be convenient to make one further definition (its purpose will
become clear at the beginning of the next section).

Definition 3.28. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2
over F . If lndeg(φ) = 1 (resp. lndeg(φ) = 2), then we set c(φ) := 3

4 (resp. c(φ) := 3
2).

Otherwise, we set c(φ) equal to the largest integer < dimIzhφ which is divisible by 2m,
where m := max{r | r ≤ lndeg(φ)− 3 and r ∈ ∆(φ)}.

Since lndeg and ∆ are stable birational invariants, the same is true of c. We have the
following basic observations:



20 STEPHEN SCULLY

Lemma 3.29. Let φ be an anisotropic quasilinear quadratic form of dimension ≥ 2 over
F , and let n be the unique integer for which 2n < dimφ ≤ 2n+1.

(1) If dimIzhφ > 2n + 2n−1, then c(φ) ≥ 2n + 2n−1.
(2) If dimIzhφ > 2n, then c(φ) ≥ 2n.
(3) If dimIzhφ = 2n, then c(φ) = 2n − 2m for some integer m ∈ [0, n− 2].
(4) If φ is a quasi-Pfister neighbour, then c(φ) = 2n − 2n−2.

(5) If lndeg(φ) ≥ dimφ
2 + 2, then c(φ) = dimφ− 2.

Proof. If lndeg(φ) = 1, then n = 0, dimIzhφ = 1 = 20 and c(φ) = 3
4 = 20 − 2−2. Similarly,

if lndeg(φ) = 2, then n = 1, dimIzhφ = 2 = 21 and c(φ) = 3
2 = 21 − 2−1. Thus, in these

cases, (3) holds and none of the other statements are applicable. We can therefore assume
that lndeg(φ) ≥ 3.

(1,2,3) If r ∈ ∆(φ) and r ≤ lndeg(φ) − 3, then r ≤ n − 1 by parts (2), (3) and (4) of
Proposition 3.24. In particular, (1) and (2) hold. Suppose now that dimIzhφ = 2n. By
the preceding remarks, we then have that c(φ) = 2n − 2m, where m is the largest element
of ∆(φ) less than or equal to max{lndeg(φ) − 3, n − 1}. By part (5)(i) of Proposition
3.24, however, we have n − 1 ∈ ∆(φ) only if lndeg(φ) ≤ n + yn−1, where yn−1 is the
largest integer for which dimIzhφ > yn−12

n−1. Since dimIzhφ = 2n, yn−1 = 1, and so
lndeg(φ) = n+ 1 in this case. We therefore have that m ≤ n− 2, and so (3) holds.

(4) If φ is a quasi-Pfister neighbour, then dimIzhφ = 2n (Lemma 2.20) and n−2 ∈ ∆(φ)(
Example 3.25 (1)

)
. Since lndeg(φ) ≥ n+ 1, it follows that c(φ) ≤ 2n−2n−2, and equality

then holds by (3).

(5) If lndeg(φ) ≥ dimφ
2 + 2, then ∆(φ) = {0, lndeg(φ) − 1} by Corollary 3.12, and so

c(φ) = dimIzhφ − 1. At the same time, we shall see in Proposition 4.18 below that we
must also have that i1(p) = 1 in this case, and so dimIzh p = dimp− 1. �

Example 3.30. If X1, . . . , Xn are n ≥ 5 indeterminates, and φ is the (anisotropic) quasi-
linear quadratic form 〈X1, . . . , Xn〉 over F (X1, . . . , Xn), then lndeg(φ) = n − 1 ≥ n

2 + 2,
and so c(φ) = n− 2 by part (5) of the proposition.

4. Main Results

We now come to our general results on the isotropy of quasilinear quadratic forms over
function fields of quasilinear quadrics. The invariants ∆ and c introduced in the previous
subsection play a key role here. Fix a field F of characteristic 2. The main result is:

Theorem 4.1. Let p and q be anisotropic quasilinear quadratic forms of dimension ≥ 2
over F , and let n be the unique integer for which 2n < dimIzh p ≤ 2n+1. Suppose that qF (p)

is isotropic, and set k := dimq − 2i0(qF (p)). For each non-negative integer r, let yr be the
largest integer for which dimIzh p > yr2

r. If k < dimIzh p, then either:

(1) dimq = a2lndeg(p) + ε for some positive integer a and integer ε ∈ [−k, k]; or
(2) p is not a quasi-Pfister neighbour, and there exist non-negative integers r, r′ ∈ ∆(p)

and a positive integer x ≥ r′ − r + 1 such that the following hold:
• k ≥ yr2

r and dimq = a2lndeg(p) ± ε for some non-negative integer a and
positive integer ε ∈ [(x+ yr)2

r+1 − k, x2r+1 + k];

• r ≤ n− 1, r′ ∈ [r, n] and x ≤ min{2n−1−r, (yr′ + 1)2r
′−r − yr};

• If lndeg(p) = n + 2, then x2r ≤ 2n − yr2
r−1. Otherwise, we have x2r ≤

yr2
r − c(p1) ≤ yr2r − (2n−1 + 2n−2).

In many situations, we are forced into the simpler case (1) due to the non-existence of
integers r and r′ satisfying the conditions in (2). Here, the integer ε in the formula for dimq
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is subject to the same constraint as in Conjecture 1.1, but the exponent of the 2-power will
typically be much larger than that in the latter, so the conclusion is significantly stronger
(see, e.g., Example 4.5 below). There are two basic reasons why we may be forced into case
(1): The first is that the invariant ∆(p) may be too constrained, and the second is that
the value of k may be too small to allow the inequality k ≥ yr2

r in (2) to be satisfied for
any r ≤ n− 1. To the second point, the invariant c allows us to make a precise statement:

Corollary 4.2. Let p and q be anisotropic quasilinear quadratic forms of dimension ≥ 2
over F . Suppose that qF (p) is isotropic, and set k := dim(q)− 2i0(qF (p)). If k < c(p), then

dimq = a2lndeg(p) + ε for some positive integer a and integer ε ∈ [−k, k].

Proof. By definition, c(p) is strictly less than dimIzh p. Since k < c(p), Theorem 4.1 is
therefore applicable. Let n be as in the statement of the latter. If we were not in case (1),
then there would exist a non-negative integer r ∈ ∆(p) such that r ≤ n− 1 and k ≥ yr2r,
where yr is the largest integer for which dimIzh p > yr2

r. By the definition of c(p), this
would imply that lndeg(p) ≤ r + 2 ≤ n + 1. But since dimp1 = dimIzh p > 2n, we have
lndeg(p) = lndeg(p1) + 1 ≥ n+ 2, so we must in fact be in case (1). �

By the first three parts of Lemma 3.29, this gives:

Corollary 4.3. Let p and q be anisotropic quasilinear quadratic forms of dimension ≥ 2
over F , and let s be the unique integer for which 2s < dimp ≤ 2s+1. Suppose that qF (p) is
isotropic, and set k := dim(q)− 2i0(qF (p)). Suppose further that

k <


2s + 2s−1 if dimIzh p > 2s + 2s−1

2s if dimIzh p ∈ (2s, 2s + 2s−1]

2s−1 + 2s−2 if dimIzh p = 2s.

Then dimq = a2lndeg(p) + ε for some positive integer a and integer ε ∈ [−k, k].

Another situation where Corollary 4.2 effectively applies is that where p is “sufficiently
generic”. More specifically, combining Corollary 4.2 with part (5) of Proposition 3.24 gives
us the following:

Corollary 4.4. Let p and q be anisotropic quasilinear quadratic forms of dimension ≥ 2
over F with lndeg(p) ≥ dimp

2 + 2. Suppose that qF (p) is isotropic, and set k := dim(q) −
2i0(qF (p)). If k ≤ dimp − 3, then dimq = a2lndeg(p) + ε for some positive integer a and
integer ε ∈ [−k, k].

The case where p is actually generic looks as follows:

Example 4.5. Let X1, . . . , Xn be n ≥ 5 indeterminates, and let p be the (anisotropic)
quasilinear quadratic form 〈X1, . . . , Xn〉 over F (X1, . . . , Xn). Let q be an anisotropic
quasilinear quadratic form of dimension ≥ 2 over F (X1, . . . , Xn), and let k = dimq −
2i0(qF (p)). If k ≤ n− 3, then it follows from Example 3.30 and Corollary 4.4 that dimq =

a2n−1 + ε for some non-negative integer a and some ε ∈ [−k, k].

Remark 4.6. One might imagine that the case of generic forms is also accessible in the
non-singular theory. However, if p is a generic non-singular quadratic form of dimension
≥ 2 over a field K, then even the cases where extreme isotropy occurs over K(p) seem
to be poorly understood (aside from the known results on Conjecture 1.1). In particular,
little seems to be known about the structure of the kernel of the restriction homomorphism
from the quadratic Witt group of K to the quadratic Witt group of K(p).
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Now, analyzing the contribution of the Izhboldin dimension in our main result, we
obtain Theorem 1.2 from the introduction:

Proof of Theorem 1.2. Let p, q, s and k be as in the statement of the theorem. Note that
lndeg(p) = s + 1 when p is a quasi-Pfister neighbour, with lndeg(p) ≥ s + 2 otherwise
(Lemma 2.20). Now, since k < dimIzh p, Theorem 4.1 is applicable. If p is a quasi-Pfister
neighbour then the theorem says that (1) holds. Assume now that p is not a quasi-Pfister

neighbour. If dimq = a2lndeg(p) + ε for some positive integer a and integer ε ∈ [−k, k],
then we are in case (i) of (2), and (1) also holds. We may therefore suppose that we are
in the second case allowed by Theorem 4.1. Let r, yr and x be as in the statement of the
latter. Since 2s ≤ dimIzh p < 2s+1, the following then hold:

(a) k ≥ yr2r and dimq = a2s+2±ε for some non-negative integer a and positive integer
ε ∈ [(x+ yr)2

r+1 − k, x2r+1 + k];
(b) r ≤ s − 1 with r ≤ s − 2 when dimIzh p = 2s, and x ≤ min{2s−1−r, 2s+1−r − yr}

with x ≤ 2s−2−r when dimIzh p = 2s.

To prove that (1) holds in this case, it suffices to show that ε+ k ≥ 2s+1 in (a). But since
dimIzh p ≥ 2s, and since x is positive, we have

ε ≥ (x+ yr)2
r+1 − k ≥ (1 + yr)2

r+1 − k ≥ 2dimIzh p− k ≥ 2s+1 − k,
and so the claim indeed holds. Now, if dimIzh p = 2s, then yr2

r = 2s−2r, so (a) and (b) tell
us that (2)(ii) is satisfied. Suppose finally that dimIzh p > 2s. If dimq = a2s+2 + ε in (a),
then (2)(iii) is satisfied. If not, then a ≥ 1 and dimq = a′2s+2 + ε′, where a′ = a− 1 ≥ 0
and ε′ = 2s+2− ε. Set x′ := 2s+1−r − yr − x. Since x is positive, we have x′ < 2s+1−r − yr.
Moreover, x′ is non-negative by (b). Since ε ∈ [(x + yr)2

r+1 − k, , x2r+1 + k], we have
ε′ = 2s+2 − ε ∈ [(x′ + yr)2

r+1 − k, x′2r+1 + k]. Now yr2
r+1 ≤ 2k, so if x′ = 0, then

ε′ ∈ [−k, k]. Since dimq = a′2s+1 + ε′, (2)(i) is then satisfied (a′ must be positive in this
case, since the isotropy of qF (p) forces dimq to be greater than k). If x′ 6= 0, on the other

hand, then x′ ∈ [1, 2s+1−r − yr], and the equality dimq = a′2s+2 + ε′, together with (b),
shows that (2)(iii) is satisfied. This completes the proof. �

Now, the key ingredient in the proof of Theorem 4.1 the following result from [13]:

Theorem 4.7 ([13, Thm. 6.4]). Let p and q be anisotropic quasilinear quadratic forms of
dimension ≥ 2 over F . Then there exists an anisotropic quasilinear quadratic form τ of
dimension i0(qF (p)) over F (p) such that (τ ⊗ p1)an ⊂ (qF (p))an.

Note here that the integer dim(qF (p))an − dimτ coincides with k = dimq − 2i0(qF (p)).
Thus, given the conclusion of Theorem 4.7, proving Theorem 4.1 becomes a matter of
understanding something about the dimension of the form (τ⊗p1)an. We achieve this with
the technical Theorem 4.20 below. First, we shall need some additional preliminaries. It
will convenient here to introduce the following notation:

Definition 4.8. For any quasilinear quadratic form φ over F , we set d(φ) := dimφ−2i0(φ).

Note that in the situtation of Theorem 4.1, the integer k is nothing else but d(qF (p)).
By Lemmas 2.8 and 2.11, we have the following:

Lemma 4.9. Let φ and ψ be anisotropic quasilinear quadratic forms F with dimψ ≥ 2.
Then d(φF (ψ)) ≥ 0, and equality holds if and only if φ is divisible by ψnor.

The proof of Theorem 4.20 will be inductive. To achieve the induction step, we will use
a trick with symmetric bilinear forms that was not observed by the author at the time of
[13] (and which we already used in the proof of Proposition 3.21 (4) above).
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4.A. Tool for Induction. Recall that if a ∈ F \{0}, then Ma denotes the non-degenerate
symmetric bilinear form on F 2 given by the assignment

(
(x1, y1), (x2, y2)

)
7→ a(x1y1 +

x2y2). The non-degenerate symmetric bilinear form on F 2 given by the assignment(
(x1, y1), (x2, y2)

)
7→ x1y2 + y1x2 is the hyperbolic plane H. Although both forms are

isotropic, they are not isomorphic due to the characteristic assumption on F . The Witt
decomposition theorem for symmetric bilinear forms therefore admits the following refine-
ment in characteristic 2 (see [11, (2.1)]): Let b be a non-degenerate symmetric bilinear form
over F . Then there exist an anisotropic symmetric bilinear form ban over F , non-negative
integers r and s, and elements a1, . . . , ar ∈ F× such that the following hold:

(i) b ∼= ban ⊥Ma1 ⊥ · · · ⊥Mar ⊥ s ·H;
(ii) The quasilinear quadratic form φban ⊥ 〈a1, . . . , ar〉 is anisotropic.

Furthermore, the integers r and s are unique, and ban is unique up to isomorphism. We
set ih(b) = s and iW (b) = r+ s. If iW (b) = dimb

2 , then we say that b is split (this amounts
to saying that ban has dimension 0, or that b represents the zero element in the Witt ring
of F ). Note that the quasilinear quadratic form associated to H is the form 〈0, 0〉. By (ii),
it follows that (φb)an ' φban ⊥ 〈a1, . . . , ar〉, and so i0(φb) = 2ih(b) + r = iW (b) + ih(b).
Since dimφb = dimb = dimban + 2iW (b), this gives:

Lemma 4.10. If b is a non-degenerate symmetric bilinear form over F , then d(φb) =
dimban − 2ih(b).

We now observe the following:

Lemma 4.11. Let b be a non-degenerate symmetric bilinear form over F , and let ν be an
anisotropic quasilinear quadratic form of dimension ≥ 2 over F . If b is a subform of an
anisotropic symmetric bilinear form over F that splits over F (ν), then ih(bF (ν)) = 0 and
d((φb)F (ν)) = dim(bF (ν))an.

Proof. By Lemma 4.10, it suffices to prove the first assertion. Now if c is a subform of a
non-degenerate symmetric bilinear form d over a field of characteristic 2, then it is clear
from the definitions that ih(d) ≥ ih(c). To prove what we need, we may therefore assume
that b splits over F (ν). Lemma 4.10 then tells us that ih(bF (ν)) = −d((ϕb)F (ν)). But since
b is anisotropic, the integer d((ϕb)F (ν)) is non-negative (Lemma 4.9), and so we must then
have that ih(bF (ν)) = 0. �

In particular, we get:

Corollary 4.12. Let b and c be non-degenerate symmetric bilinear forms over F such that
b ⊥ c is anisotropic, and let ν be an anisotropic quasilinear quadratic form of dimension
≥ 2 over F . If (b ⊥ c)F (ν) is split, then d((φb)F (ν)) = d((φc)F (ν)).

Proof. Since b ⊥ c splits over F (ν), the anisotropic forms (bF (ν))an and (cF (ν))an are Witt
equivalent, and hence isomorphic ([1, Prop. 2.4]). In particular, they have the same
dimension, and so the claim follows from Lemma 4.11 (applied to both b and c). �

Before stating the main consequence, we need the following obvious statement:

Lemma 4.13. Let ψ be a quasilinear quadratic form over F , and let d be a symmetric
bilinear form over F such that ψ ⊂ φd. Then d admits a subform b such that ψ ' φb.

Proof. Let V be the F -vector space on which d is defined. We may assume that Vψ is a
subspace of V and that ψ is the restriction of φd to this subspace. The restriction of d to
Vψ then has the desired property. �

The result we want is now the following:
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Proposition 4.14. Let ψ and ν be anisotropic quasilinear quadratic forms over F with
dimν ≥ 2. Suppose there exists an anisotropic symmetric bilinear form d over F such
that ψ ⊂ φd. If dF (ν) is split, then there exists an anisotropic quasilinear quadratic form

ψ̂ over F such that ψ ⊥ ψ̂ ' φd and d(ψ̂F (ν)) = d(ψF (ν)).

Proof. By Lemma 4.13, there exists a subform b of d such that ψ ' φb. Let c be the
complementary subform (so that d ' b ⊥ c). The form ψ̂ := φc then has the desired
properties by Corollary 4.12. �

We will specifically use the following special case:

Corollary 4.15. Let ψ and η be quasilinear quadratic forms over F such that ψ ⊂ η.
If η is divisible by an anisotropic quasi-Pfister form π of dimension ≥ 2 over F , then
there exists an anisotropic quasilinear quadratic form ψ̂ over F such that ψ ⊥ ψ̂ ' η and
d(ψ̂F (ν)) = d(ψF (ν)) for any subform ν ⊂ π of dimension ≥ 2.

Proof. Let d′ be a bilinear Pfister form over F with φd′ ' π. We then have that η ' φd
for some anisotropic symmetric bilinear form d over F which is divisible by d′. Since an
isotropic bilinear Pfister form is split, d′ splits over the function field of any subform of π
having dimension ≥ 2. Since d is divisible by d′, the same is then true of d, and so we can
apply Proposition 4.14 to get the desired conclusion. �

Remark 4.16. More generally, the form ψ̂ constructed here has the property that d(ψ̂M(ν)) =
d(ψM(ν)) for every separable field extension M of F and every subform ν ⊂ πM of dimen-
sion ≥ 2. Indeed, this is implicit in the proof in view of Lemma 2.5.

We will actually need the following extension of the previous result:

Corollary 4.17. Let ψ and σ be subforms of an anisotropic quasilinear quadratic form
η over F . If η is divisible by an anisotropic quasi-Pfister form π of dimension ≥ 2 over
F , then there exist anisotropic quasilinear quadratic forms ψ̂ and σ̂ over F such that the
following hold:

(1) ψ ⊥ ψ̂ ' η ' σ ⊥ σ̂;

(2) d(ψ̂F (ν)) = d(ψF (ν)) and d(σ̂F (ν)) = d(σF (ν)) for every subform ν ⊂ π of dimension
≥ 2;

(3) If Y is an indeterminate, then d
(
(ψ̂ ⊥ Y σ̂)F (Y )(ν)

)
= d

(
(σ ⊥ Y ψ)F (Y )(ν)

)
for

every subform ν ⊂ πF (Y ) ⊗ 〈〈Y 〉〉 of dimension ≥ 2.

Proof. As above, let d′ be a bilinear Pfister form over F with φd′ ' π, and let d be an
anisotropic symmetric bilinear form over F which is divisible by d′ and which satisfies
φd ' η. By Lemma 4.13, there exists subforms b and b′ of d with φb ' ψ and φb′ ' σ.
Let c and c′ be complementary subforms of b and b′ in d, respectively, and set ψ̂ := φc
and σ̂ := φc′ . The proof of Corollary 4.15 then shows that ψ̂ and σ̂ satisfy (1) and (2).
Now, replacing F with F (Y ), we have that (b′ ⊥ Y b) ⊥ (c′ ⊥ Y b) is isomorphic to the
(anisotropic) form d ⊥ Y d, which is divisible by the (anisotropic) Pfister form d′ ⊥ Y d
(for anisotropy, apply Lemmas 2.7 and 2.5). The same arguments as above then show that

d
(
(σ̂ ⊥ Y ψ̂)F (ν)

)
= d

(
(σ ⊥ Y ψ)F (ν)

)
for every subform ν ⊂ π ⊗ 〈〈Y 〉〉 = φd′⊥Y d′ . Since

ψ̂ ⊥ Y σ̂ ' Y (σ̂ ⊥ Y ψ̂), (3) then also holds. �

4.B. A Corollary of Theorem 4.7. Before proceeding to the key technical result, it
will be convenient to record an immediate consequence of Theorem 4.7 for the invariant
c. First, we have the following (which already implies part (1) of Corollary 1.4):
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Proposition 4.18 ([13, Cor. 6.14]). If φ is an anisotropic quasilinear quadratic form
of dimension ≥ 2 over F , then φ1 is divisible by an anisotropic quasi-Pfister form of
dimension ≥ i1(φ).

Proof. Applying Theorem 4.7 with q = p = φ, we see that there exists an anisotropic
quasilinear quadratic form τ of dimension i1(φ) over F (φ) such that (τ ⊗ φ1)an ⊂ φ1. But
dim(τ ⊗ φ1)an ≥ dimφ1 by Lemma 2.4, so we must then have that (τ ⊗ φ1)an ' φ1. By
Lemma 2.11, φ1 is then divisible by τnor, which has dimension ≥ dimτ = i1(φ). �

Now, the value of c(φ) for an arbitrary quasi-Pfister neighbour φ was determined in
Lemma 3.29 (4). For non-quasi-Pfister neighbours, the above result gives:

Corollary 4.19. Let φ be an anisotropic quasilinear quadratic form over F which is not
a quasi-Pfister neighbour, and let n be the unique positive integer for which 2n < dimφ ≤
2n+1. Then:

(1) c(φ) ≤ dimIzhφ− 2u, where u is the smallest integer for which i1(φ) ≤ 2u;
(2) If dimIzhφ > 2n, then c(φ) ≥ 2n;
(3) If dimIzhφ = 2n, then c(φ) = 2n − 2m for some integer m ∈ [0, n − 2] with

dimφ ≤ 2n + 2m;
(4) c(φ) ≥ dimφ

2 ;

(5) i1(φ) ≤ dimφ
4 .

Proof. (1) Since φ is not a quasi-Pfister neighbour, we have lndeg(φ) ≥ n + 2 ≥ 3. By
definition, we then have c(φ) = dimIzhφ−2m, where m = max{r | r ≤ lndeg(φ)−3 and r ∈
∆(φ)}. Now Proposition 4.18 tells us that u ∈ ∆(φ), so to prove the claim, it will be enough
to show that u ≤ n − 1. But since 2n ≤ dimIzhφ < 2n+1, u is at most n. Moreover, if
u were equal to n, then φ1 (which has dimension dimIzhφ) would have be similar to an
n-fold quasi-Pfister form, contradicting the fact that φ is not a quasi-Pfister neighbour
(Lemma 2.20). The claim therefore holds.

(2) This is part of Lemma 3.29 (2).
(3) If dimIzhφ = 2n, then Lemma 3.29 (3) tells us that c(φ) = 2n − 2m for some m ∈

[0, n−2]. But dimφ = 2n+ i1(φ) in this case, and so (1) then implies that dimφ ≤ 2n+2m.
(4) This follows immediately from (2) and (3).

(5) By (1), we have c(φ) ≤ dimφ− 2i1(φ), and (4) then gives i1(φ) ≤ dimφ
4 . �

4.C. A Theorem on Tensor Products and the Proof of Theorem 4.1. Now, recall
that to deduce Theorem 4.1 from Theorem 4.7, we need to understand something about
highly isotropic tensor products of quasilinear quadratic forms. The key technical result
we shall prove here is the following:

Theorem 4.20. Let ψ and φ be non-zero anisotropic quasilinear quadratic forms over F ,
and set σ := (ψ ⊗ φ)an and d := dimσ − dimψ. If d < dimφ, then either σ is divisible by
φnor, or there exist anisotropic quasilinear quadratic forms α1, . . . , αm and a non-negative
integer r ≤ lndeg(φ)−m− 1 such that the following hold:

(1) αm is an r-fold quasi-Pfister form;
(2) αm divides α1, . . . , αm−1, σ, and [αm] ∈ Pr(ψ) ∩ Pr(φ);
(3) Set α−1 := (αm⊗ψ)an and α0 := (αm⊗φ)an. For each i ∈ [−1,m−1], set βi+1 :=

(αi ⊗ αi+1)an, and let ni (resp. vi) be the largest integer for which dimαi > 2ni

(resp. dimαi > vi2
lndeg(αi+1)). Then:

(i) β0 ' σ;
(ii) For all i ∈ [0,m− 1], dimαi+1 ≤ 2ni−1 and lndeg(αi+1) < lndeg(αi);
(iii) For all i ∈ [−1,m− 1], [(αi+1)nor] ∈ Plndeg(αi+1)(αi);
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(iv) For all i ∈ [0,m− 1], dimβi = dimαi−1 + dimαi − 2r and

dimαi+1 = min{dimαi−1 − vi−12lndeg(αi), (vi−1 + 1)2lndeg(αi) − dimβi};
(v) For all i ∈ [1,m− 1], d

(
(βi)F (αi−1)

)
≤ dimαi−1 − dimαi − 2r.

We make some comments:

Remarks 4.21. (1) Suppose we are in the case where σ is not divisible by φnor. Let yr and
y′r be the largest integers for which dimφ > yr2

r and dimψ > y′r2
r, respectively. Since

[αm] ∈ Pr(ψ)∩Pr(φ), we then have that dimα−1 = (y′r + 1)2r and dimα0 = (yr + 1)2r

(Remark 3.8). At the same time, since r < lndeg(φ), the first two parts of Lemma 3.9

tell us that α0
stb∼ φ. In particular, we have (α0)nor ' φnor and lndeg(α0) = lndeg(φ)

(Lemma 2.18). Part (3) then tells us, in particular, that the following hold:
• dimσ = (yr + y′r + 1)2r and d ≥ yr2r;
• [φnor] ∈ Plndeg(φ)(ψ) (because (φnor ⊗ ψ)an ' ((α0)nor ⊗ α−1)an);

• If v is the largest integer for which dimψ > v2lndeg(φ), then

dimα1 = min{(y′r + 1)2r − v2lndeg(φ), (v + 1)2lndeg(φ) − dimσ}
(since r < lndeg(φ), v coincides with the integer v0 in the statement).

(2) If lndeg(φ) ≤ 1 (i.e., if dimφ ∈ {1, 2}), then the conclusion of the theorem is that σ
is divisible by φ, which we have already observed in Lemma 2.12. Suppose now that
lndeg(φ) ≥ 2. Let t be the largest integer ≤ lndeg(φ) − 2 for which Pt(φ) 6= ∅, and
let c be the largest integer less than dimφ which is divisible by 2t. If d < c, then σ
must be divisible by φnor, since otherwise the first bullet-point in the previous remark
would be invalidated. By Lemma 3.9 (1), this applies when d < 2n < dimφ for some
non-negative integer n. We shall make use of this in the proof (which is inductive).

Theorem 4.1 is a direct consequence of Theorems 4.7 and 4.7. In fact, we have:

Proposition 4.22. Let l be a positive integer. If Theorem 4.20 holds whenever d < l,
then Theorem 4.1 holds whenever k < l.

Proof. Let p, q and k and n be as in the statement of Theorem 4.1, and suppose that k ≤ l.
By Theorem 4.7, there exists an anisotropic quasilinear quadratic form τ of dimension
i0(qF (p)) over F (p) such that (τ ⊗ p1)an ⊂ (qF (p))an. Set σ := (τ ⊗ p1)an. By definition, we
have

dimq = 2i0(qF (p)) + k = 2dimτ + k. (4.1)

On the other hand, since dim(qF (p))an = dimq − i0(qF (p)) = dimq+k
2 , we also have that

dimq ≥ 2dim(qF (p))an − k ≥ 2dimσ − k. (4.2)

Together, (4.1) and (4.2) give that dimσ − dimτ ≤ k. Since k is at most dimIzh p− 1 and
strictly less than l, we are in a position to apply Theorem 4.20 with ψ = τ and φ = p1

(
we

are now working over the field F (p)
)
. If σ is divisible by (p1)nor, then dimσ is divisible by

2lndeg(p1) = 2lndeg(p)−1. Since dimτ ≤ dimσ (Lemma 2.4), (4.1) and (4.2) then give that

dimq = a2lndeg(p)+ε for some positive integer a and integer ε ∈ [−k, k]. Note that this holds
when p is a quasi-Pfister neighbour, since p1 is then similar to (p1)nor (Lemma 2.20), and
the latter then divides σ by Lemma 2.12. We can therefore suppose that p is not a quasi-
Pfister neighbour, and that we are in the second case of Theorem 4.20. Let α1, . . . , αm and
r be as in the statement of the latter, and set α := α1, π := αm and β := (α⊗ p1)an. If yr
the largest integer for which dimIzh p > yr2

r, y′r the largest integer for which dimτ > y′r2
r,

and v is the largest integer for which dimτ > v2lndeg(p1) = v2lndeg(p)−1, the following then
hold (we are using Remark 4.21 (1) as well as the statement of the theorem here):
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(a) π is an anisotropic r-fold quasi-Pfister form;
(b) α is divisible by π and [π] ∈ Pr(p1);
(c) dimα ≤ 2n−1 and lndeg(α) < lndeg(p1) = lndeg(p)− 1;
(d) [αnor] ∈ Plndeg(α)(p1);
(e) dimσ = (y′r + yr + 1)2r;

(f) dimα = min{(y′r + 1)2r − v2lndeg(p)−1, (v + 1)2lndeg(p)−1 − dimσ};
(g) dimβ = dimα+ yr2

r;
(h) d(βF (p)(p1)) ≤ yr2r − dimα.

Set r′ := lndeg(α). By (b), (c) and (d), r and r′ lie in ∆(p). By (b), there exists a
quasilinear quadratic form α′ over F (p) such that α ' π ⊗ α′. Set x := dimα′ = dimα

2r .
By Lemma 2.16 (1), we then have r′ ≤ r + x − 1, or x ≥ r′ − r + 1. We now claim that
the integers r, r′ and x satisfy all the remaining conditions required in case (2) of our
theorem. In other words, we claim the following hold:

(i) k ≥ yr2
r and dimq = a2lndeg(p) ± ε for some non-negative integer a and positive

integer ε ∈ [(x+ yr)2
r+1k, x2r+1 + k];

(ii) r ≤ n−1, r′ ∈ [r, n] and x ≤ min{2n−1−r, (yr′+1)2r
′−r−yr} (yr′ being the largest

integer for which dimIzh p > yr′2
r′);

(iii) If lndeg(p) = n+2, then x2r ≤ 2n−yr2r−1. Otherwise, we have x2r ≤ yr2r−c(p1) ≤
yr2

r − (2n−1 + 2n−2).

Let us check these one by one.
(i) Statement (f) above gives two possible values for x2r = dimα. Suppose first that

x2r = (y′r + 1)2r − v2lndeg(p)−1. By the definition of y′r, we then have that dimτ ≤
v2lndeg(p)−1 + x2r, and so dimq ≤ v2lndeg(p) + x2r+1 + k by (4.1). On the other hand, (e)
gives that

dimσ = (y′r + 1)2r + yr2
r = v2lndeg(p)−1 + (x+ yr)2

r,

and so dimq ≥ v2lndeg(p) + (x + yr)2
r+1 − k by (4.2). Setting a = v, we then get that

dimq = a2lndeg(p) + ε for some ε ∈ [(x + yr)2
r+1 − k, x2r+1 + k], and so (i) holds (note

that k must be ≥ yr2
r in order for the interval containing ε to be non-empty). Now

the other possibility is that x2r = (v + 1)2lndeg(p)−1 − dimσ. In this case, (4.2) becomes

dimq ≥ (v + 1)2lndeg(p) − (x2r+1 + k). At the same time, (e) gives that

dimτ ≤ (1 + y′r)2
r = dimσ − yr2r = (v + 1)2lndeg(p)−1 − (x+ yr)2

r,

and so dimq ≤ (v + 1)2lndeg(p) −
(
(x + yr2

r) − k
)

by (4.1). Setting a = (v + 1), we then

get that dimq = a2lndeg(p) − ε for some ε ∈ [(x+ yr)2
r+1 − k, x2r+1 + k], and so (i) again

holds.
(ii) By (b), x2r ≤ 2n−1, so r ≤ n − 1 and x ≤ 2n−1−r. Since α is divisible by π, r′

is at least r. At the same time, r′ < lndeg(p1), and (d) and Lemma 3.9 (1) then imply

that r′ ≤ n. To prove (ii), it then only remains to show that x ≤ (y′r + 1)2r
′−r − yr, or

that (x+ yr)2
r ≤ (y′r + 1)2r

′
. But (g) says that (x+ yr)2

r = dimβ, and β is similar to a

subform of (αnor ⊗ p1)an, which has dimension (y′r + 1)2r
′

by (d) and Remark 3.8.
(iii) Since dimp1 = dimIzh p > 2n, we have lndeg(p) = lndeg(p1) + 1 ≥ n + 2. If

lndeg(p) = n+ 2, then (e) and (f) give that

x2r+1 = 2dimα ≤
(
(y′r + 1)2r − v2n+1

)
+
(
(v + 1)2n+1 − dimσ

)
= 2n+1 +

(
(y′r + 1)2r − dimσ

)
= 2n+1 − yr2r,
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and so x2r ≤ 2n − yr2r−1. Suppose now that lndeg(p) ≥ n + 3. By (h), d
(
βF (p)(p1)

)
≤

(yr − x)2r. If (yr − x)2r were less than c(p1), then it would follow from the preceding
discussion (with β replacing q and p1 replacing p) that dimβ lies with (yr − x)2r of an

integer multiple of 2lndeg(p1) = 2lndeg(p)−1 ≥ 2n+2. But dimβ = (x+yr)2
r by (c), and since

(x+ yr)2
r + (yr − x)2r = yr2

r+1 < 2dimIzh p ≤ 2n+2, we see that this is not the case. We
must therefore have (yr−x)2r ≥ c(p1), or x2r ≤ yr2r− c(p1). This proves that (iii) holds,
since c(p1) ≥ 2n−1 + 2n−2 by Lemma 3.29. �

Remark 4.23. Note that when we were applying Theorem 4.20 here, we made no use of the
forms α2, . . . , αm−1 appearing in the second case. Nevertheless, we have stated Theorem
4.20 as it is because our calculations indicate that these forms can also be made subject to
at least some non-trivial constraints coming from the invariant ∆(p). Furthermore, when
we are in this case of the theorem, the given conditions on the αi show that the dimension
of σ = (ψ⊗φ)an is expressible in terms of dimα0 and vi2

lndeg(αi+1) (i ∈ [−1,m−1]). While
the ambiguity in the formula for dimαi+1 prevents us from giving an exact expression,
it may be possible to get something more concrete by refining the construction. Any
improvements here would of ultimately lead to a strengthening of Theorem 4.1.

We now proceed to the proof of Theorem 4.20:

Proof of Theorem 4.20. We induct on d. If d = 0, then ψ is similar to σ (Lemma 2.4).
By Lemma 2.11, we then get that both ψ and σ are divisible by φnor (the case where
dimφ = 1 is trivial). Suppose now that d ≥ 1, and that the result holds whenever the
relevant dimension difference is less than d. By Proposition 4.22, Theorem 4.1 then holds
whenever k < d, and the same is then true of Corollary 4.2 (we shall make use of this
below). Now, modifying ψ and φ by scalars if needed, we can assume that 1 ∈ D(ψ)∩D(φ).
By Lemma 2.4, both ψ and φ are then subforms of σ. If σ is divisible by φnor, then there
is nothing to prove, so assume otherwise. Since d ≥ 1, we have dimφ ≥ 2, and so the field
F (φ) is defined. We have:

Lemma 4.24. Both d(ψF (φ)) and d(σF (φ)) are non-zero.

Proof. Since φ ⊂ φnor, we have (φnor⊗φ)an ' φnor (Lemma 2.11). In particular, if ψ were
divisible by φnor, then the same would be true of σ. Since this is not the case, neither ψ
nor σ are divisible by φnor, and the statement then follows from Lemma 4.9. �

Now, the first main step of the proof is to show that [φnor] ∈ Plndeg(φ)(ψ). For this, we
will make us of the following observations:

Lemma 4.25. The following hold:

(1) d(ψF (φ)) + d(σF (φ)) ≤ d;
(2) dim(σF (φ))an ≤ i0(ψF (φ)) + d = dim(ψF (φ))an + d− d(ψF (φ));
(3) For any a ∈ D(ψ) \ {0}, there exists a subform ν of φ1 such that dimν ≥

d(ψF (φ))+dimφ−d
2 and aν ⊂ (ψF (φ))an.

Proof. Let φ′ ⊂ φ be such that φ ' 〈1〉 ⊥ φ′, let K = F (Vφ′), and let φ′(X) ∈ K be the

generic value of φ′. As an extension of F , we can then identity F (φ) with K(
√
φ′(X)).

Consider the form η := (ψ ⊗ 〈〈φ′(X)〉〉)an over K. Since 〈〈φ′(X)〉〉 is a subform of φK ,
η is a subform of σK (which is anisotropic by Lemma 2.5). By Lemma 2.8, we have
d(ψF (φ)) = dimη − dimψ. Since η is divisible by 〈〈φ′(X)〉〉 (Lemma 2.12), we then have
that

dim(ηF (φ))an =
dimη

2
=

dimψ + d(ψF (φ))

2
= dim(ψF (φ))an,
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and so (ηF (φ))an ' (ψF (φ))an. We now verify the three desired assertions.
(1) By Lemma 2.8, d(σF (φ)) = dimσ − m, where m is the maximal dimension of a

subform of σK which is divisible by 〈〈φ′(X)〉〉. Since η is a subform of σK divisible by
〈〈φ′(X)〉〉, it follows that

d(σF (φ)) ≤ dimσ − dimη = dimσ −
(
dimψ + d(ψF (φ))

)
= d− d(ψF (φ)),

as desired.
(2) Since dimσ = dimψ + d = dimη + d − d(ψF (φ)), and since η is a subform of

σK , we have that dim(σF (φ))an ≤ dim(ηF (φ))an + d − d(ψF (φ)). But we noted above
that (ηF (φ))an ' (ψF (φ))an, and so the desired inequality holds (note that d(ψF (φ)) =
dim(ψF (φ))an − i0(ψF (φ)) by definition, so the equality in the statement is immediate).

(3) By Lemma 2.4, we have aφ ⊂ σ, and so aD(φK) is a K2-linear subspace of D(σK).
By dimension count, it intersects D(η) in a K2-linear subspace of dimension at least

dimη + dimφ− dimσ = d(ψF (φ)) + dimφ− d.

By Lemma 2.3, this means that φK admits a subform ρ of dimension at least d(ψF (φ)) +
dimφ − d such that aρ ⊂ η. Setting ν := (ρF (φ))an, we then get that aν ⊂ (ηF (φ))an '
(ψF (φ))an. Finally, since F (φ) = K(

√
φ′(X)), Lemma 2.7 tells us that dimν ≥ dimρ

2 ≥
d(ψF (φ))+dimφ−d

2 , and so ν has the desired property. �

We note the following consequence of the first part:

Corollary 4.26. If φ is not a quasi-Pfister neighbour, then at least one of d(ψF (φ)) and
d(σF (φ)) is less than c(φ).

Proof. If this were not the case, then Lemma 4.25 (1) would imply that 2c(φ) ≤ d < dimφ,
contradicting Lemma 4.19 (4). �

We can now complete the first main step:

Proposition 4.27. [φnor] ∈ Plndeg(φ)(ψ).

Proof. For ease of notation, let ψ′ and σ′ be the anisotropic parts of ψ and σ over F (φ),
respectively. By Theorem 4.7, there exists an anisotropic quasilinear quadratic form τ of
dimension i0(ψF (φ)) over F (φ) such that (τ ⊗ φ1)an ⊂ ψ′. We set ψ′′ := (τ ⊗ φ1)an. By
Lemma 2.3, τ is a subform of ψ′′, so dimτ ≤ dimψ′′ ≤ dimψ′, with dimψ′ − dimτ being
equal to d(ψF (φ)) = dimψ − 2i0(ψF (φ)).

Now, set l+ 1 := lndeg(φ), and let v be the largest integer for which dimψ > v2l+1. To
prove what we want, we have to show that dim(φnor ⊗ ψ)an < (v + 2)2l+1 (see Remark
3.8). Note, however, that the anisotropic part of (φnor ⊗ ψ)an over F (φ) coincides with
((φ1)nor ⊗ ψ′)an (see the remarks preceding Lemma 2.10). In particular, if we can show
that the latter has dimension < (v+ 2)2l = 1

2

(
(v+ 2)2l+1

)
, then the desired assertion will

follow from Lemma 2.8. We first show:

Claim 4.28. In the above situation, we have v2l < dimψ′ ≤ (v + 1)2l.

Proof. Since dimψ > v2l+1, the lower bound is again a consequence of Lemma 2.8. Sup-
pose now that dimψ′ = (v+1)2l+y for some non-negative integer y. We have to show that
y = 0. Suppose for the sake of contradiction that y > 0, and let x ∈ [0, 2l+1 − 1] be such
that dimψ = (v + 1)2l+1 − x. We then have that dimτ = i0(ψF (φ)) = (v + 1)2l − (x+ y)
and dimψ′ − dimτ = d(ψF (φ)) = x+ 2y. We claim that ψ′′ is divisible by (φ1)nor and has

dimension ≥ (v + 1)2l. Before proving this claim, let us first explain how it gives what
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we want: Let a ∈ D(ψ) \ {0}. Since d(ψF (φ)) = x + 2y, and since d < dimφ, Lemma
4.25 (3) tells us that φ1 admits a subform ν such that dimν > y and aν ⊂ ψ′. Since
dimψ′ = (v + 1)2l + y, aD(ν) = D(aν) must then have non-zero intersection with D(ψ′′).
But since ψ′′ is divisible by (φ1)nor, it is closed under multiplication by arbitrary elements
of D(φ1) (Lemma 2.11), and hence by arbitrary elements of D(ν). Since the latter is
closed under inversion of non-zero elements, it then follows that a ∈ D(ψ′′). But D(ψ′)
is generated as an F (φ)2-vector space by D(ψ), so Lemma 2.3 then gives that ψ′ ' ψ′′.
In particular, ψ′ is divisible by (φ1)nor. Since lndeg(φ1) = lndeg(φ) − 1 = l, dimψ′ is
then divisible by 2l, so the same must be true of y. But Lemma 4.25 (1) gives that
2y ≤ x + 2y = d(ψF (φ)) ≤ d < dimφ ≤ 2l+1, so this forces y = 0, contradicting our
standing assumption. It remains to prove our claim about ψ′′. Before proceeding, we note
that both d(ψF (φ)) and d(σF (φ)) are strictly less than d by Lemmas 4.24 and 4.25 (1). We
now separate two cases.

Case 1. φ is a quasi-Pfister neighbour, i.e., dimφ > 2l. In this case, φ1 is an l-fold
quasi-Pfister form (Lemma 2.20), and so (φ1)nor = φ1. Since ψ′′ = (τ ⊗ φ1)an, the divisi-
bility assertion then holds by Lemma 2.12. In particular, dimψ′′ is divisible by 2l. Since
dimψ′′ ≥ dimτ , the dimension claim will follow if we can show that dimτ > v2l. But
another application of Lemma 2.12 tells us that σ′ ' (ψ′ ⊗ φ1)an is also divisible by φ1,
and hence has dimension divisible by 2l. Since it contains ψ′ as a subform (Lemma 2.4),
and since dimψ′ = (v+ 1)2l + y > (v+ 1)2l, it follows that dimσ′ ≥ (v+ 2)2l. By Lemma
4.25 (2), this gives that dimτ = i0(ψF (φ)) ≥ (v+ 2)2l − d. But since d < dimφ ≤ 2l+1, we

then get that dimτ > v2l, as desired.

Case 2. φ is not a quasi-Pfister neighbour, i.e., dimφ ≤ 2l. In this case, we claim that
d(ψF (φ)) < c(φ). Suppose otherwise. By Corollary 4.26, we then have that d(σF (φ)) < c(φ).
Since d(σF (φ)) < d, and since Corollary 4.2 holds when k < d (recall that this is implied by
the induction hypothesis), it follows that dimσ lies within d(σF (φ)) of an integer multiple

of 2l+1. But both d(σF (φ)) and dimσ−(v+1)2l+1 are less than d, and since d < dimφ ≤ 2l,

we must then have that dimσ ≤ (v+ 1)2l+1 + d(σF (φ)). But Lemma 4.25 (1) tells us that

d(σF (φ)) ≤ d− d(ψF (φ)) = dimσ −
(
dimψ + d(ψF (φ))

)
= dimσ −

(
(v + 1)2l+1 + 2y

)
,

so this contradicts our assumption that y > 0. The claim therefore holds, i.e., d(ψF (φ)) <
c(φ). In particular, dimψ′′ − dimτ ≤ dimψ′ − dimτ = d(ψF (φ)) < min{c(φ), d}, and so
an application of the induction hypothesis to the pair (τ, φ1) gives that ψ′′ is divisible by
(φ1)nor

(
see Remark 4.21 (2)

)
. At the same time, we have x + y < x + 2y = d(ψF (φ)) <

d < dimφ ≤ 2l, and so dimψ′′ > dimτ = (v + 1)2l − (x + y) > v2l. Since lndeg(φ1) = l,
the divisibility of ψ′′ by (φ1)nor then also gives that dimψ′′ ≥ (v + 1)2l, as desired. �

Returning to the proof of the proposition, our goal now is to show that [(φ1)nor] ∈ Pl(ψ′)
(as noted above, we have lndeg(φ1) = l). Since v2l < dimψ′ ≤ (v + 1)2l, this will prove
that ((φ1)nor ⊗ ψ′)an has dimension (v + 1)2l < (v + 2)2l, which is exactly what we
wanted to show (see the remarks preceding Claim 4.28). But σ′ ' (ψ′ ⊗ φ1)an, and we
have dimσ′ − dimψ′ ≤ d − d(ψF (φ)) < d by Lemmas 4.24 and 4.25 (2). In particular,
if dimσ′ − dimψ′ < dimφ1, then our claim follows from an application of the induction
hypothesis to the pair (ψ′, φ1). We may therefore assume henceforth that dimσ′−dimψ′ ≥
dimφ1. By the preceding remarks, we then have that

d(ψF (φ)) ≤ d− dimφ1 < dimφ− dimφ1 = i1(φ).



EXTENDED KARPENKO-MERKURJEV THEOREMS FOR QUASILINEAR QUADRATIC FORMS 31

Since i1(φ) ≤ 2l (Lemma 2.13), it follows that

dimψ′′ ≥ dimτ = dimψ′ − d(ψF (φ)) > v2l − 2l = (v − 1)2l.

We claim that ψ′′ is divisible by (φ1)nor. If φ is a quasi-Pfister neighbour, then (φ1)nor = φ1
(Lemma 2.20) and the claim holds by Lemma 2.12. If not, then dimφ ≥ 4 and d(ψF (φ)) <
i1(φ) < c(φ) by parts (4) and (5) of Corollary 4.19. Since dimψ′′−dimτ ≤ dimψ′−dimτ =
d(ψF (φ)) < d, an application of the induction hypothesis to the pair (τ, φ1) then gives the

claim. Since dimψ′′ > (v−1)2l, we also get that dimψ′′ is an integer multiple of 2l greater
than or equal to v2l. Now dimψ′ ≤ (v + 1)2l (Claim 4.28), so if dimψ′′ ≥ (v + 1)2l, then
ψ′ ' ψ′′, and so ψ′ is divisible by (φ1)nor. In particular, [(φ1)nor] ∈ Pl(ψ′). Suppose now
that dimψ′′ = v2l. Then ψ′′ is a proper subform of ψ′. Since D(ψ′) is generated by D(ψ)
as an F (φ)2-vector space, we can find an element a ∈ D(ψ) such that a /∈ D(ψ′′). Consider
now the form ψ′′′ := ψ′′ ⊥ a(φ1)nor of dimension (v+ 1)2l. Since ψ′′ is divisible by (φ1)nor,
the same is true of ψ′′. Moreover, ψ′′ is anisotropic. Indeed, if ψ′′ were isotropic, then
there would exist a non-zero element b ∈ D

(
(φ1)nor

)
such that ab ∈ D(ψ′′) (because ψ′′

is anisotropic). But since ψ′′ is divisible by (φ1)nor, D(ψ′′) is closed under multiplication
by arbitrary elements of D

(
(φ1)nor

)
. Since the latter is closed under inversion of non-zero

elements, it would then follow that a ∈ D(ψ′′), a contradiction. Now, let b ∈ D(ψ′). By
Lemma 2.3, the form (ψ′′ ⊥ aφ1 ⊥ bφ1)an is a subform of σ′ ' (ψ′ ⊗ φ1)an. By Lemma
4.25 (2), we have

dimσ′ ≤ i0(φF (φ)) + d = dimτ + d ≤ dimψ′′ + d < dimψ′′ + dimφ.

On the other hand, Lemma 2.13 tells us that 2dimφ1 = 2dimIzhφ1 ≥ dimφ, and so
dim(ψ′′ ⊥ aφ1 ⊥ bφ1) ≥ dimψ′′ + dimφ. The form ψ′′ ⊥ aφ1 ⊥ bφ1 must therefore be
isotropic. Since ψ′′ ⊥ aφ1 is anisotropic (because ψ′′′ is), it follows that there exists a
non-zero element c ∈ D(φ1) such that bc ∈ D(ψ′′ ⊥ aφ1) ⊆ D(ψ′′′). But ψ′′′ is divisible
by (φ1)nor, and D(φ1) ⊂ D

(
(φ1)nor

)
, so the same reasoning as above then gives that

b ∈ D(ψ′′′). Since b was an arbitrary element of D(ψ′), this shows that ψ′ ⊂ ψ′′′ (Lemma
2.3). Since ψ′′′ is divisible by (φ1)nor, we then have that ((φ1)nor ⊗ ψ′′′)an ' ψ′′′ (Lemma
2.11), and so ((φ1)nor⊗ψ′)an ⊂ ψ′′′. This proves what we want, since dimτ ′′′ = (v+1)2l <
dimψ′ + 2l. �

With this established, we will now be able to use the construction of §4.A to produce
forms α1, . . . , αm satisfying the conditions in the statement of the theorem. First, however,
it will be convenient to make a small adjustment to the pair (ψ, φ).

Lemma 4.29. There exists a unique non-negative integer r < lndeg(φ) and an anisotropic
r-fold quasi-Pfister form π ⊂ φnor such that:

• π divides σ;
• [π] ∈ Pr(φ);
• If π′ is an anisotropic s-fold quasi-Pfister form for some integer r < s < lndeg(φ),

and π′ divides σ, then [π′] /∈ Ps(φ).

Moreover, the following hold:

(1) [π] ∈ Pr(ψ);

(2) σ ' (ψ̃ ⊗ φ̃)an, where ψ̃ := (π ⊗ ψ)an and φ̃ := (π ⊗ φ)an.

Proof. Choose an anisotropic quasi-Pfister form π of largest possible dimension over F
such that π divides σ and [π] ∈ Pr(φ), where r = lndeg(φ). Since σ is not divisible by
φnor, Lemma 3.9 (1) implies that r < lndeg(φ). By part (2) of the same lemma, we then
have that π ⊂ φnor. Now the pair (r, π) clearly satisfies the first part of the statement, and
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we just have to check that (1) and (2) hold. Since σ is divisible by π, we have (π⊗σ)an ' σ
by Lemma 2.11. Thus, if we set ψ̃ := (π ⊗ ψ)an and φ̃ := (π ⊗ φ)an, then

(ψ̃ ⊗ φ̃)an '
(
(π ⊗ ψ)⊗ (π ⊗ φ)

)
an
'
(
π ⊗ (π ⊗ σ)

)
an
' (π ⊗ σ)an ' σan,

and (2) holds. For (1), we have to show that dim ψ̃ < dimψ + 2r. Suppose that this is

not the case. Then dimσ − dim ψ̃ < dimσ − dimψ − 2r = d − 2r. Since d < dimφ, we
have d− 2r < y2r, where y is the largest integer such that dimφ > y2r. By the induction
hypothesis, it then follows that there exists an integer s > r and an anisotropic s-fold
quasi-Pfister form π′ over F such that σ is divisible by π′ and [π′] ∈ Ps(φ). But this
contradicts our choice of π, so the claim must in fact hold. �

Now, let r and π be as in Lemma 4.29, and set ψ̃ := (π⊗ψ)an and φ̃ := (π⊗φ)an. When
we construct the forms α1, . . . , αm below, the quasi-Pfister form αm will coincide with π.

Taking this for granted, statement (2) in the lemma now allows us to replace ψ with ψ̃ and

φ with φ̃ without affecting anything in the statement of the theorem. Furthermore, after
making this replacement, the pair (r, π) still has the properties stated in Lemma 4.29.
Indeed, σ does not change, and if s > r, then it follows from Remark 3.8 that any element

of Ps(φ̃) is also an element of Ps(φ). Making the replacement, we can therefore assume
that ψ, φ and σ are all divisible by π. The integer d = dimσ − dimψ is then divisible by
2r. Since d < dimφ, this gives:

Lemma 4.30. d ≤ dimφ− 2r.

With this modfication, we now apply the construction of §4.A to get:

Proposition 4.31. Let n be the unique integer for which 2n < dimφ ≤ 2n+1. Then
there exist non-zero anisotropic quasilinear quadratic forms ψ̂ and σ̂ over F such that the
following hold:

(1) ψ ⊥ ψ̂ ' (φnor ⊗ ψ)an ' σ ⊥ σ̂;

(2) dim ψ̂ − dim σ̂ = d;

(3) d(ψ̂F (ν)) = d(ψF (ν)) and d(σ̂F (ν)) = d(σF (ν)) for every subform ν ⊆ φnor of dimen-
sion ≥ 2;

(4) If π′ is a quasi-Pfister subform of φnor, then ψ̂ (resp. σ̂) is divisible by π if and
only if ψ (resp. σ) is divisible by π′;

(5) (σ̂ ⊗ φ)an ' ψ̂;

(6) ψ̂ and σ̂ are similar to proper subforms of φnor;

(7) If dim ψ̂ + dim σ̂ ≤ 2lndeg(φ), then dim σ̂ ≤ 2n−1 and lndeg(σ̂) < lndeg(φ).

Proof. Set η := (φnor ⊗ ψ)an. By Proposition 4.27, we have dimη − dimψ < 2lndeg(φ).
Now, since φ ⊂ φnor, we have (φnor ⊗ φ)an ' φnor by Lemma 2.11. Then (φnor ⊗ σ)an '
(φnor ⊗ ψ ⊗ φ)an ' η, and so both ψ and σ are subforms of η. Applying Corollary 4.17,

we obtain quasilinear quadratic forms ψ̂ and σ̂ such that the following hold:

(i) ψ ⊥ ψ̂ ' η ' σ ⊥ σ̂;

(ii) d(ψ̂F (ν)) = d(ψF (ν)) and d(σ̂F (ν)) = d(σF (ν)) for every subform ν ⊆ φnor of dimen-
sion ≥ 2;

(iii) If Y is an indeterminate, then d
(
(ψ̂ ⊥ Y σ̂)F (Y )(ν)

)
= d
(
(σ ⊥ Y ψ)F (Y )(ν)

)
for every

subform ν ⊂ πF (Y ) ⊗ 〈〈Y 〉〉 of dimension ≥ 2.

We claim that ψ̂ and σ̂ have the desired properties. Note first that (1) and (3) are just
(i) and (ii) above, and that (2) is an immediate consequence of (1). Since η is divisible
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by φnor (Lemma 2.12), but σ is not, both σ and ψ are proper subforms of η, and hence ψ̂

and σ̂ are non-zero. Moreover, since dimη− dimψ < 2lndeg(φ), both forms have dimension
< 2lndeg(φ). We now show that (4), (5) and (6) hold.

(4) If dimπ′ = 1, then there is nothing to show. Otherwise, Lemma 4.9 tells us that an
anisotropic quasilinear quadratic form ρ over F is divisible by π′ if and only if d(ρF (π′)) = 0,
and so the claims hold by (3).

(5) Set K := F (Vφ), and let φ(X) ∈ K be the generic value of φ. Consider the form
ν = 〈Y 〉 ⊥ φF (Y ) over the rational function field F (Y ). The field F (Y )(ν) is K-isomorphic

to K(Y )(
√
Y −1φ(X)), which is a purely transcendental extension of K, and hence F .

By Lemma 2.5, σ then remains anisotropic over F (Y )(ν). On the other hand, since
Y −1φ(X) is a square in F (Y )(ν), we have (σ ⊥ Y ψ)F (Y )(ν) ' (σK ⊥ φ(X)ψK)F (Y )(ν).
But φ(X)ψK ⊂ σK by the definition of σ, and so the isotropy index of the form (σ ⊥
Y ψ)F (Y )(ν) is equal to dimψ. In particular, we have d

(
(σ ⊥ Y ψ)F (Y )(ν)

)
= dimσ −

dimψ = d. Since ν ⊂ φF (Y ) ⊗ 〈〈Y 〉〉 ⊂ (φnor)F (Y ) ⊗ 〈〈Y 〉〉, we must then also have that

d
(
(ψ̂ ⊥ Y σ̂)F (Y )(ν)

)
= d by statement (iii) above. By (2), this means that the isotropy

index of (ψ̂ ⊥ Y σ̂)F (Y )(ν) is equal to dim σ̂. But since F (Y )(ν) is purely transcendental

over F , ψ̂ remains anisotropic over F (Y )(ν) (Lemma 2.5), so we must then have that

Y σ̂F (Y )(ν) ⊂ ψ̂F (Y )(ν). As above, this may be rexpressed as the subform containment

φ(X)σ̂F (Y )(ν) ⊂ ψ̂F (Y )(ν). Since F (Y )(ν) is also purely transcendental over K, we then

deduce that φ(X)σ̂K ⊂ ψ̂K . By Corollary 2.2, it follows that D(ψ̂) contains all products
of the form ab with a ∈ D(σ̂) and b ∈ D(φ). Since these products generate D(σ̂ ⊗ φ)
as an F -vector space (see the remarks preceding Lemma 2.4), Lemma 2.3 then gives that

(σ̂ ⊗ φ)an ⊂ ψ̂. Let us now suppose, for the sake of contradiction, that this containment
is strict. By (2) and Lemma 4.30, we then have that dim(σ̂ ⊗ φ)an− dim σ̂ < d. Choose a
quasi-Pfister subform π′ ⊂ φnor of largest possible dimension such that π′ divides (σ̂⊗φ)an
and [π′] ∈ Ps(φ), where s = lndeg(π′). Since dim(σ̂ ⊗ φ)an − dim σ̂ < d, it follows
from Lemma 4.30 and the induction hypothesis that s > r. On the other hand, since
dim(σ̂ ⊗ φ)an < dim ψ̂ < 2lndeg(φ), we have s < lndeg(φ). By our choice of π, σ cannot
now be divisible by π. By (4), the same is then true of σ̂ (see the proof of (4) above).
Consider now the form ρ := (π′ ⊗ σ̂)an. Since σ̂ is not divisible by π′, Lemmas 2.4 and
2.11 tell us that dimρ > dim σ̂ = dimη − dimσ. Now, by Lemma 4.29 (2), we have

(ρ⊗ φ)an ' (σ̂ ⊗ φ)an ⊂ ψ̂ ⊂ η. If we now apply Corollary 4.17 to the triple (ρ, ψ̂, η), and
then repeat the arguments above, we find anisotropic quasilinear quadratic forms ρ̂ and
ˆ̂
ψ such that ρ ⊥ ρ̂ ' η ' ψ̂ ⊥ ˆ̂

ψ and (
ˆ̂
ψ ⊗ φ)an ⊂ ρ̂. In fact, it is clear from the proof

of Corollary 4.17 that we can take
ˆ̂
ψ = ψ here, and so we have that σ = (ψ ⊗ φ)an ⊂ ρ̂.

But dim ρ̂ = dimη − dimρ < dimη − (dimη − dimσ) = dimσ, so this is impossible. Our

assumption was therefore incorrect, and so we indeed have that (σ̂ ⊗ φ)an ' ψ̂.
(6) Since (2) and (5) hold, Proposition 4.27 implies that [φnor] ∈ Plndeg(φ)(σ̂). Since

dim σ̂ < 2lndeg(φ), this means that dim(φnor ⊗ σ̂)an = 2lndeg(φ) (Remark 3.8), and so (φnor⊗
σ̂)an is similar to φnor. Since both σ̂ and ψ̂ ' (σ̂⊗φ)an are subforms of (φnor⊗σ̂)an (Lemma

2.4), and have dimension < 2lndeg(φ), the claim then follows.

(7) Taking ν = φ in (3), we get that d(ψ̂F (φ)) = d(ψF (φ)) and d(σ̂F (φ)) = d(σF (φ)).

By Lemmas 4.24 and 4.25 (1), it follows that d(ψ̂F (φ)) and d(σ̂F (φ)) are positive integers
whose sum is at most d. In particular, both are strictly less than d. Suppose now that
dim ψ̂ + dim σ̂ ≤ 2lndeg(φ). We first note:

Claim 4.32. In the above situation, dim σ̂ < dimφ.
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Proof. Suppose otherwise. By (2) and our standing hypothesis, we then have

2lndeg(φ) ≥ dim ψ̂ + dim σ̂ = d+ 2dim σ̂ > 2dimφ > 2n+1,

and so lndeg(φ) ≥ n+2. In other words, φ is not a quasi-Pfister neighbour (Lemma 2.20).

By Corollary 4.26 one of d(σ̂F (φ)) = d(σF (φ)) and d(ψ̂F (φ)) = d(ψF (φ)) is then less than
c(φ). Since both these integers are less than d, and since Corollary 4.2 holds when k < d
(we remind the reader that this is implied by the induction hypothesis), it then follows

that at least one of dim σ̂ and dim ψ̂ lies within c(φ) of an integer multiple of 2lndeg(φ).
But since dimφ > c(φ), our standing assumptions give that

c(φ) < dimφ ≤ dim σ̂ < dim ψ̂ ≤ 2lndeg(φ) − dim σ̂ ≤ 2lndeg(φ) − dimφ < 2lndeg(φ) − c(φ),

and so this is impossible. �

Now, since dim σ̂ < dimφ, we have

dim ψ̂ − dimφ = (dim ψ̂ − dim σ̂)− (dimφ− dim σ̂) = d− (dimφ− dim σ̂) < d.

At the same time, since d < dimφ, the same inequalities show that dim ψ̂−dimφ < dim σ̂.
We are therefore in a position to apply the induction hypothesis with σ̂ replacing φ and φ
replacing ψ. Specifically, let m ≤ n be the unique non-negative integer with 2m < dim σ̂ ≤
2m+1. The induction hypothesis then tells us that [σ̂nor] ∈ Plndeg(σ̂)(φ), and either dimφ or

dim ψ̂ lies within 2m−1 of 2lndeg(σ̂). Note, however, that 2n < dimφ < dim ψ̂ ≤ 2lndeg(φ) −
dim σ̂ (the second inequality being valid by Lemma 2.4), so neither dimφ nor dim ψ̂ lie

within 2m−1 of a multiple of 2lndeg(φ). We must therefore have that lndeg(σ̂) < lndeg(φ),
and so it now only remains to show that dim σ̂ ≤ 2n−1. If lndeg(σ̂) ≤ n − 1, then this
is automatically the case. Note that this covers the case where φ is not a quasi-Pfister
neighbour, since we then have that Pi(φ) = ∅ for all i ∈ [n, lndeg(φ)− 1] by parts (3) and
(4) of Lemma 3.9. To complete the proof, it therefore only remains to consider the case
where lndeg(φ) = n + 1 and lndeg(σ̂) = n. Suppose, for the sake of contradiction, that

dim σ̂ > 2n−1. Then dim ψ̂ ≤ 2lndeg(φ) − dim σ̂ < 2n+1 − 2n−1 = 2n + 2n−1. In particular,
dim ψ̂ − dimφ < 2n−1. If we now apply the full force of the induction hypothesis (again,

with σ̂ replacing φ and φ replacing ψ), then we get that ψ̂ is divisible by σ̂nor
(
see Remark

4.21 (2)
)
. In particular, dimψ is divisible by 2lndeg(σ̂) = 2n. By (6), however, we have

2n < dimφ < dim ψ̂ < 2lndeg(φ) = 2n+1, so this is impossible. �

We can now prove the following proposition, which provides us with what we need to
prove the theorem:

Proposition 4.33. Let n be the unique integer for which 2n < dimφ ≤ 2n+1, and let
v be the largest integer for which dimψ > v2lndeg(φ). Then there exists an anisotropic
quasilinear quadratic form α over F such that if we set β := (φ⊗ α)an, then:

(1) dimβ = dimα+ d < dimφ+ dimα;

(2) dimα = min{dimψ − v2lndeg(φ), (v + 1)2lndeg(φ) − dimσ} ≤ 2n−1;
(3) lndeg(α) < lndeg(φ);
(4) If π′ is a quasi-Pfister subform of φnor, then the following are equivalent:

(i) α is divisible by π′;
(ii) β is divisible by π′;
(iii) ψ is divisible by π′;
(iv) σ is divisible by π′.
In particular, α and β are divisible by π;
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(5) If π′ is an s-fold quasi-Pfister subform of αnor for some integer r < s, and π′

divides β, then [π′] /∈ Ps(α);
(6) β is not divisible by αnor unless α is similar to π (in which case αnor ' π);
(7) d

(
βF (φ)

)
≤ d− dimα.

Proof. Let us first observe that (5) and (6) and (7) follow from the other parts:
(5) Suppose that this is false, and choose a counterexample where dimπ′ = 2s is as

large as possible. By the proof of Lemma 4.29, we must then have that [π′] ∈ Ps(φ). At
the same time, since π′ divides β, (4) tells us that it also divides σ. Since s > r, however,
this now contradicts our choice of the pair (r, π) (see the third condition in Lemma 4.29).

(6) By (4), α and β are divisible by π. If α is similar to π, then αnor ' π and so β is
divisible by αnor. Conversely, suppose that β is divisible by αnor. Since [αnor] ∈ Plndeg(α)(α)(
Lemma 3.9 (1)

)
, (5) then implies that lndeg(α) ≤ r. Since α is divisible by π

(
part (4)

)
,

however, this holds if and only if α is similar to π.
(7) By (2), we have dimα ≤ 2n−1 < dimφ. By the separation theorem (or the induction

hypothesis), it follows that αF (φ) is anisotropic. Then d(αF (φ)) = dimα, and so the claim
follows from the first part of Lemma 4.25 (with ψ replaced by α).

It now remains to construct a form α satisfying (1)-(4). Consider the pair (ψ̂, σ̂) con-
structed in Proposition 4.31. By statements (1) and (6) of the latter, the equality in (2)

may be rewritten as dim(α) = min{2lndeg(φ)−dim ψ̂,dim σ̂}. We now separate two cases:

Case 1. dim ψ̂+dim σ̂ ≤ 2lndeg(φ). In this case, the equality in (2) becomes dimα = dim σ̂.

Set α := σ̂. By part (5) of Proposition 4.31, we then have that (φ⊗ αan) ' ψ̂. Moreover,
(1) holds by part (2) of the proposition, and (2) and (3) hold by part (7) of the proposition
4.31. For (4), part (4) of the proposition tells us that α is divisible by π′ if and only if σ is,
and that (φ⊗ α)an is divisible by π′ if and only if ψ is. At the same time, it follows from
Lemma 2.12 that any quasi-Pfister divisor of α divides (φ ⊗ α)an, and any quasi-Pfister
divisor of ψ divisor of σ. Statements (i)-(iv) are therefore equivalent.

Case 2. dim ψ̂ + dim σ̂ > 2lndeg(φ). In this case, the equality in (2) becomes dimα =

2lndeg(φ)−dim ψ̂. To achieve this, we apply the construction of Proposition 4.31 to the pair

(σ̂, ψ̂) to obtain anisotropic quasilinear quadratic forms ˆ̂σ and
ˆ̂
ψ satisfying the following:

(a) σ̂ ⊥ ˆ̂σ and ψ̂ ⊥ ˆ̂
ψ are similar to φnor;

(b) dim ˆ̂σ − dim
ˆ̂
ψ = d;

(c) If π′ is a quasi-Pfister subform of φnor, then π′ divides ˆ̂σ (resp.
ˆ̂
ψ) if and only if π′

divides σ̂ (resp. ψ̂).

(d) (
ˆ̂
ψ ⊗ φ)an ' ˆ̂σ;

(e) dim
ˆ̂
ψ ≤ 2n−1 and lndeg(

ˆ̂
ψ) < lndeg(φ).

Indeed, the only thing to be remarked on here is (e). But since dim ψ̂ + dim σ̂ > 2lndeg(φ),
(a) gives that

dim ˆ̂σ + dim
ˆ̂
ψ = 2lndeg(φ)+1 − (dim ψ̂ + dim σ̂) < 2lndeg(φ),

and so (e) is just part (7) of Proposition 4.31 applied to the pair (σ̂, ψ̂). We now set

α :=
ˆ̂
ψ. Then (1) holds by (b) and (d), (2) and (3) hold by (e), and (4) holds by (c)

together with part (4) of Proposition 4.31 (the argument here is essentially identical to
that given in Case 1, but with a couple of additional steps to account for the double
application of Proposition 4.31). �
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We are now ready to finish the proof. First:

Corollary 4.34. d = dimφ− 2r.

Proof. Suppose that this is not the case, and let α be the form constructed in Proposition
4.33. By part (1) of the latter, we then have that dim(φ⊗ α)an = dimα + d < dimφ +
(dimα−2r). By the induction hypothesis (with α replacing φ and φ replacing ψ), it follows
that there exists an integer r < s ≤ lndeg(α) and an anisotropic s-fold quasi-Pfister form
π′ over F such that π′ divides (α⊗ φ)an and [π′] ∈ Ps(α). Since s ≤ lndeg(α), Lemma 3.9
tells us that π′ ⊂ αnor. But the preceding statement then contradicts one of the properties
of α (see part (5) of Proposition 4.33) so we must in fact have that d = dimφ− 2r. �

We now conclude as follows: Set α−1 = ψ, α0 := φ, and α1 := α, where α is the form
constructed in Proposition 4.33. If α1 is similar to π, then we stop here. If not, then parts
(1), (4), (5) and (6) of Proposition 4.33 show that the pair (φ, α1) enjoys all the properties
of the pair (ψ, φ) that were used to construct α1 (note, in particular, that (4) and (5)
tell us that π plays the same role for both pairs). We can therefore repeat the procedure
to pass from (φ, α1) to a new pair (α1, α2). If α2 is similar to π, then we again stop.
Otherwise we repeat. Since the αi are of strictly decreasing dimension (part (2) of the
proposition) and divisible by π (part (4) of the proposition), this process must eventually
lead us to a form αm which is similar to π. Replacing αm with π, the forms α1, . . . , αm
then satisfy all the conditions in the statement of the theorem. Indeed, (2) holds since
α1, . . . , αm, ψ, φ and σ are all divisible by αm = π, and:

• (3)(i) holds trivially;
• (3)(ii) holds by applying parts (2) and (3) of Proposition 4.33 to the pairs (αi−1, αi);
• (3)(iii) holds by applying Proposition 4.27 to the pairs (αi−1, αi);
• The first statement of (3)(iv) holds by applying Proposition 4.33 (1) and Corollary

4.34 to the pairs (αi−1, αi);
• The second statement of (3)(iv) holds by applying Proposition 4.33 (2) to the pairs

(αi−1, αi);
• (3)(v) holds by applying Proposition 4.33 (7) to the pairs (αi−1, αi).

This completes the proof. �

5. Optimality of Theorem 1.2 and Examples

While Theorem 4.1 can surely be refined (see Remark 4.23), the improvements to be
made here should be somewhat marginal. In fact, the proof of the theorem shows that the
main issue at play is to understand the possible dimensions of anisotropic parts of tensor
products of quasilinear quadratic forms, and a quick analysis here reveals that many of the
scenarios allowed by Theorem 4.1 are in fact realizable. In this final section, we illustrate
this by demonstrating the optimality of Theorem 1.2 (recall that this result takes the
Izhboldin dimension into account, but not ∆). For completeness, we also provide some
examples illustrating what the latter result gives us beyond the original Conjecture 1.1.

5.A. Optimality. In this subsection, we fix non-negative integers s and k, and an integer
d ∈ [2s, 2s+1). If n ∈ k + 2N, then we shall say that n is realizable if there exist a field F
of characteristic 2 and anisotropic quasilinear quadratic forms p and q over F such that
2s < dimp ≤ 2s+1, dimIzh p = d, dimq = n and d(qF (p)) = k. If such a triple exists with p
being a quasi-Pfister neighbour (resp. not a quasi-Pfister neighbour), then we will say that
n is realizable with p a quasi-Pfister neighbour (resp. realizable with p not a quasi-Pfister
neighbour). This distinction is only relevant for the case where d = 2s, since otherwise p
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cannot be a quasi-Pfister neighbour (Lemma 2.20). For each non-negative integer r, let
yr be the largest integer for which d > yr2

r. Our goal is then to show the following:

Proposition 5.1. Let a be a non-negative integer, and ε an integer with ε ≡ k (mod 2).

(1) If k ≥ d, then all elements of k+ 2N are realizable. Moreover, if d = 2s and s ≥ 2,
then all elements of k+ 2N are realizable with p a quasi-Pfister neighbour or p not
a quasi-Pfister neighbour.

(2) If k < d = 2s, a ≥ 1 and ε ∈ [−k, k], then a2s+1 + ε is realizable with p a quasi-
Pfister neighbour.

(3) If d > max{k, 2s}, a ≥ 1 and ε ∈ [−k, k], then a2s+2 + ε is realizable.
(4) Let r ≤ s − 2 be a non-negative integer, and x a positive integer ≤ 2s−2−r. If

d = 2s, k ∈ [2s− 2r, 2s) and ε ∈ [(x− 1)2r+1 + 2s+1− k, x2r+1 + k], then a2s+2 + ε
and a2s+2 − ε are realizable with p not a quasi-Pfister neighbour.

(5) Let r ≤ s − 1 be a non-negative integer, and x a positive integer < 2s+1−r − yr.
If d > 2s, k ∈ [yr2

r, d) and ε ∈ [(x + yr)2
r+1 − k, x2r+1 + k], then a2s+2 + ε is

realizable.

Concretely, parts (2)-(5) show the statement of Theorem 1.2 cannot be improved with-
out taking further information into account, while (1) shows that there is nothing to be
gained by relaxing the condition that k < dimIzh p. To prove the proposition, we shall
make use of the following lemma which was already established in the course of proving
Proposition 4.31 (the proof of statement (5), specifically):

Lemma 5.2. Let E be a field of characteristic 2, and let τ, φ and σ be anisotropic quasi-
linear quadratic forms over E such that (τ ⊗ φ)an ⊂ σ. Set F := E(X), where X is an
indeterminate, and set p := 〈X〉 ⊥ φF and q := σF ⊥ XτF . Then p and q are anisotropic
and d

(
qF (p)

)
= dimσ − dimτ .

This gives us the following:

Corollary 5.3. Let i be a positive integer. Suppose there exist a field E of characteristic 2
and anisotropic quasilinear quadratic forms τ and φ over E such that dimτ = i, dimφ = d
and dim(τ ⊗ φ)an ≤ k + i. Then:

(1) k + 2i is realizable;

(2) If k+ i < min{2d, 2lndeg(φ)}, then a2lndeg(φ)+1 + (k+ 2i) and a2lndeg(φ)+1− (k+ 2i)
are realizable for every positive integer a.

Moreover, if lndeg(φ) = s (resp. lndeg(φ) > s), then “realizable” may be replaced in
all cases by “realizable with p a quasi-Pfister neighbour” (resp. “realizable with p not a
quasi-Pfister neighbour”).

Proof. We can assume that 1 ∈ D(τ) ∩D(φ). Replace E with E(X1, . . . , Xj), where j is
such that dim(τ ⊗ φ)an = k+i−j and X1, . . . , Xj are indeterminates. By Lemma 2.5, this
doesn’t affect the anisotropy of the forms τ and φ, nor the integer lndeg(φ). Moreover,
there exists an anisotropic quasilinear quadratic form of dimension k+ i over E containing
(τ ⊗ φ)an as a subform (e.g., 〈X1, . . . , Xj〉 ⊥ (τ ⊗ φ)an). Let σ be any such form. Set
F := E(X), where X is an indeterminate, and set p := 〈X〉 ⊥ φF and q := σF ⊥ XτF .
Then dimp = d + 1 ∈ (2s, 2s+1], dimq = k + 2i, and Lemma 5.2 gives that d

(
qF (p)

)
= k.

At the same time, since F (p) is a purely transcendental extension of E (see the proof of
Proposition 4.31), φF (p) is anisotropic by Lemma 2.5, and so dimIzh p = d. This proves
that k + 2i is realizable. At the same time, since X is transcendental over E, we have
pnor ' 〈〈X〉〉 ⊗ (φnor)F , and so lndeg(p) = lndeg(φ) + 1. Since dimφ = d ∈ [2s, 2s+1),
it follows that p is a quasi-Pfister neighbour if and only if lndeg(φ) = s. We have now
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proven statement (1) with the additional qualification on p. Going further, suppose now

that k + i < 2lndeg(φ) and that τ ⊂ φnor. By the second condition, (τ ⊗ φ)an is a subform
of (φnor ⊗ φnor)an ' φnor (Lemma 2.11), and the first condition then implies that the
form σ considered above may also be chosen to be a subform of φnor. We then have
that q = σF ⊥ XτF ⊂ 〈〈X〉〉 ⊗ (φnor)F ' pnor. Choose now a positive integer a, and
replace F with F (X1, . . . , Xa), where X1, . . . , Xa are indeterminates (again, this changes
nothing in the preceding discussion by Lemma 2.5). Since q ⊂ pnor, we may view q

as a subform of 〈1, X1, . . . , Xa−1〉 ⊗ pnor, which is anisotropic of dimension a2lndeg(φ)+1.
Applying Corollary 4.15 with ψ = q, η = 〈1, X1, . . . , Xa−1〉 ⊗ pnor and π = pnor, we obtain

a subform q′ ⊂ 〈1, X1, . . . , Xa−1〉 ⊗ pnor such that dimq′ = a2lndeg(φ)+1 − (k + 2i) and
d
(
q′F (p)

)
= k. At the same time, q′ may in turn be viewed as a subform of the form

〈1, X1, . . . , Xa〉 ⊗ pnor, which is anisotropic of dimension (a + 1)2lndeg(φ)+1. If we now
apply Corollary 4.15 with ψ = q′, η = 〈1, X1, . . . , Xa〉 ⊗ pnor and π = pnor, then we get

an anisotropic form q′′ with dimq′′ = a2lndeg(φ)+1 + (k + 2i) and d
(
q′′F (p)

)
= k. Thus, in

this case, both a2lndeg(φ)+1 + (k + 2i) and a2lndeg(φ)+1 + (k + 2i) are realizable, and the
additional qualification on p still applies. To complete the proof, it now only remains to
show that τ ⊂ φnor in the case where k + i < 2d. We may assume here that dimτ ≥ 2.
Let τ ′ ⊂ τ be such that τ ' 〈1〉 ⊥ τ ′, let K = E(Vτ ′), and let τ ′(X) ∈ K be the generic
value of τ . Then ρ := 〈〈τ ′(X)〉〉 ⊗ φK is a 2d-dimensional subform of (τ ⊗ φ)K . Since
dim(τ ⊗ φ)an ≤ k + i < 2d, ρ must be isotropic. By Lemma 2.8, this means that φE(τ) is
isotropic, and we then have that τ ⊂ φnor by Lemma 2.10, as desired. �

Now, to apply this, we will need two lemmas. First:

Lemma 5.4. Let r, u and v be non-negative integers with 1 ≤ u ≤ v. There then exist a
field E of characteristic 2 and anisotropic quasilinear quadratic forms π, τ and φ over E
such that:

(1) π is an r-fold quasi-Pfister form that divides τ and φ;
(2) dimτ = u2r and dimφ = v2r;
(3) dim(τ ⊗ φ)an ≤ (u+ v − 1)2r;
(4) If n is the unique integer for which 2n ≤ v2r < 2n+1, then lndeg(φ) ≤ n+ 1, with

equality holding unless v2r = 2n and u2r > 2n−2 (in which case lndeg(φ) = n).

Proof. Let t be the unique integer for which 2t−1 < u2r ≤ 2t.

Claim 5.5. The lemma holds when v2r ≤ 2t.

Proof. Set E := F2(X1, . . . , Xt), where X1, . . . , Xt are indeterminates, and set π :=
〈〈X1, . . . , Xr〉〉 and σ := 〈〈X1, . . . , Xt〉〉. Let τ and φ be subforms of σ which are divis-
ible by π and have dimensions u2r and v2r, respectively. Then (1) and (2) are satisfied,
and the same is true of (4) since lndeg(φ) = t (φ is a neighbour of σ). At the same
time, (τ ⊗ φ)an ⊂ (σ ⊗ σ)an ' σ by Lemma 2.11, and so dim(τ ⊗ σ)an ≤ 2t. But since
v2r ≥ u2r > 2t−1, we have (u+ v − 1)2r ≥ 2t, so (3) is also satisfied. �

In general, we argue by induction on v. The case where v = 1 is covered by Claim 5.5.
Suppose now that v ≥ 2, and that the statement holds for smaller values of v. Let x be
the largest integer for which v2r > x2t. If x = 0, we are done by Claim 5.5. Suppose now
that x ≥ 1, and set m := v2r − x2t ∈ [1, 2t]. There then exist a field E of characteristic 2
and anisotropic quasilinear quadratic forms π, τ and ψ over F such that:

(i) π is an r-fold quasi-Pfister form that divides τ and ψ;
(ii) dimτ = u2r and dimψ = m;
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(iii) dim(τ ⊗ ψ)an ≤ m+ (u− 1)2r.

Indeed, if m ≥ u2r, then this follows from Claim 5.5, while if m < u2r, then it follows
from the induction hypothesis. Scaling if necessary, we can assume that 1 ∈ D(τ). Now, if
lndeg(τ) ≥ t+1, then the separation theorem (or Theorem 1.2) tells us that π, τ and ψ all
remain anisotropic over E(τnor). At the same time, we have lndeg(τE(τnor)) = lndeg(τ)− 1
(see the remarks preceding Lemma 2.10). Thus, by replacing E with E(τnor), then we
can lower the value of lndeg(τ) by 1 without changing anything else. Repeating this a
finite number of times, we eventually come to the case where lndeg(τ) = t, i.e., τ is a
quasi-Pfister neighbour. Let us now replace E with E(X1, . . . , Xx) for indeterminates
X1, . . . , Xx (this doesn’t affect the anisotropy of any of our forms by Lemma 2.5), and set
φ := (〈X1, . . . , Xx〉 ⊗ τnor) ⊥ ψ. Since τ is a quasi-Pfister neighbour, φ is an anisotropic
form of dimension x2t + m = v2r, and is divisible by π by (i) (since τ is divisible by π,
the same is true of τnor). Now (τ ⊗ τnor)an ' τnor by Lemma 2.11, and so

(τ ⊗ φ)an ⊂
(
〈X1, . . . , Xx〉 ⊗ τnor

)
⊥ (τ ⊗ ψ)an.

By (iii), it then follows that dim(τ ⊗ φ)an ≤ x2t + m + (u − 1)2r = (u + v − 1)2r. The
triple (π, τ, φ) therefore satisfies (1), (2) and (3). Finally, let n be as in (4). Since x 6= 0,
we have n > t. Now the same argument as that used above to make τ a quasi-Pfister
neighbour allows to us to make lndeg(φ) at most n+ 1 without affecting the anisotropy of
π, τ and φ (replace E with the appropriate field in the Knebusch splitting tower of φnor).
If v2r > 2n, we must then have that lndeg(φ) = n + 1 (since dimφ = v2r). If not, then
v2r = 2n, and so x = 2n−t−1. Since the Xi are algebraically independent over the original
field of definition of τnor, we then have that lndeg(φ) ≥ lndeg(τ) + 2n−t− 1 = t+ 2n−t− 1.
Observe now that t + 2n−t − 1 can equal n only if t > n − 2. Thus, unless v2r = 2n and
u2r > 2n−2, we must have that lndeg(φ) = n+ 1. This completes the proof. �

Second:

Lemma 5.6. Let i and a be positive integers.

(1) If i ≤ a2s, then there exist a field E of characteristic 2, an anisotropic quasilinear
quadratic form τ of dimension i over E, and an anisotropic s-fold quasi-Pfister
form π over E such that dim(τ ⊗ π)an ≤ a2s.

(2) If i ≤ a2s+1, then there exist a field E of characteristic 2, and anisotropic quasi-
linear quadratic forms τ and φ over E such that dimτ = i, dimφ = d, lndeg(φ) =
s+ 1, and dim(τ ⊗ φ)an ≤ a2s+1. Moreover, if d = 2s and s ≥ 2, then we can also
arrange it so that dim(τ ⊗ φ)an ≤ 2s + i.

Proof. By the r = s case of Lemma 5.4, there exists a field E of characteristic 2 and
an anisotropic s-fold quasi-Pfister form π over F . Replace E with E(X1, . . . , Xa), where
X1, . . . , Xa are indeterminates. By Lemma 2.5, this doesn’t affect the anisotropy of π.

(1) The form η := 〈X1, . . . , Xa〉 ⊗ π is anisotropic of dimension a2s. Since i ≤ a2s, we
can choose an i-dimensional subform τ of η. Since η is divisible by π, we have (η⊗π)an ' η
by Lemma 2.11, and so (τ ⊗ π)an ⊂ η. In particular, dim(τ ⊗ π)an ≤ dimη = a2s.

(2) Let us now consider the (anisotropic) (s+ 1)-fold quasi-Pfister form σ := 〈〈Xa〉〉⊗π.
To prove the desired assertion, we can assume that i > (a − 1)2s+1. Let j ∈ [1, 2s+1]
be such that i = (a − 1)2s+1 + j, and set τ := (〈X1, . . . , Xa−1〉 ⊗ σ) ⊥ ψ, where ψ is
a j-dimensional subform of σ such that ψ ⊂ π in the case where j ≤ 2s. Then τ is
anisotropic of dimension i. Now, let π′ ⊂ π be such that π ' 〈1〉 ⊥ π′, and let φ be any
d-dimensional subform of σ containing 〈Xa〉 ⊥ π′ as a subform. By Lemma 2.11, we have
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(σ ⊗ φ)an ' σ ' (ψ ⊗ σ)an, and so

(τ ⊗ φ)an ' (〈X1, . . . , Xa−1〉 ⊗ σ) ⊥ (ψ ⊗ φ)an ⊂ 〈1, X1, . . . , Xa−1〉 ⊗ σ. (5.1)

In particular, dim(τ ⊗ φ)an ≤ a2s+1. If d > 2s, then lndeg(φ) = s+1 (because φ ⊂ σ), and
we are done. Suppose now that d = 2s and s ≥ 2. Since d = 2s, we have φ = 〈Xa〉 ⊥ π′.
Since d ≥ 2, π′ is a neighbour of π, and so π′nor ' π by Lemma 2.18 (1). As Xa is
transcendental over the original field of definition of π, we then have that φnor ' 〈〈Xa〉〉⊗π,
and hence lndeg(φ) = s+ 1. It remains to check that dim(τ ⊗ φ)an ≤ 2s + i in this case.
If j ≥ 2s, then this follows from the inequality dim(τ ⊗ φ)an ≤ a2s+1. If j < 2s, then we
have ψ ⊂ π by construction, and so (ψ ⊗ π′)an ⊂ (π ⊗ π)an ' π by Lemma 2.11. Since
φ = 〈Xa〉 ⊥ π′, we then have that (ψ ⊗ φ)an ⊂ (Xaψ) ⊥ π, and so

dim(ψ ⊗ φ)an ≤ (a− 1)2s+1 + dimψ + dimπ = (a− 1)2s+1 + j + 2s = 2s + i

by (5.1). This proves the lemma. �

We can now prove Proposition 5.1:

Proof of Proposition 5.1. (1) Suppose that k ≥ d, and let i be a positive integer. By the
r = 0 case of Lemma 5.4, there exists a field E of characteristic 2 and anisotropic quasilin-
ear quadratic forms τ and φ over E such that dimτ = i, dimφ = d and dim(τ ⊗ φ)an ≤ d+i
(note that when i > d, we are switching the roles of τ and φ in the statement of Lemma
5.4). Since k ≥ d, Corollary 5.3 then implies that k+ 2i is realizable. Moreover, to justify
the additional remarks regarding the case where d = 2s, we just have to show that φ can
be chosen so that lndeg(φ) = s, or lndeg(φ) = s + 1 when s ≥ 2. But this is covered by
Lemma 5.6, and so the result holds.

(2) Suppose that k < 2s = d and ε ∈ [−k, k]. Set i := a2s + ε−k
2 . Then i < a2s,

so Lemma 5.6 (1) tells us that there exist a field E of characteristic 2, an anisotropic
quasilinear quadratic form τ of dimension i over E, and an anisotropic s-fold quasi-Pfister
form φ over E such that dim(τ ⊗ φ)an ≤ a2s. Now k + i = a2s + ε+k

2 ≥ a2s, and since

lndeg(φ) = s, Corollary 5.3 then tells us that k + 2i = a2s+1 + ε is realizable with p a
quasi-Pfister neighbour.

(3) Suppose that d > max{k, 2s}, a ≥ 1 and ε ∈ [−k, k]. Set i := a2s+1 + ε−k
2 . Then

i < a2s+1, so Lemma 5.6 (2) tells us that there exist a field E of characteristic 2, and
anisotropic quasilinear quadratic forms τ and φ over E such that dimτ = i, dimφ = d
and dim(τ ⊗ φ)an ≤ a2s+1. Since k+ i = a2s+1 + ε+k

2 ≥ a2s+1, Corollary 5.3 then tells us

that k + 2i = a2s+2 + ε is realizable.
(4) Let r be a non-negative integer ≤ s− 2, and x a positive integer ≤ 2s−2−r. Suppose

that d = 2s, k ∈ [2s − 2r, 2s) and ε ∈ [(x − 1)2r+1 + 2s+1 − k, x2r+1 + k]. Set i := ε−k
2 ∈

[(x−1)2r+2s−k, x2r]. Since x2r ≤ 2s−2, we can apply Lemma 5.4 with u = x and v = 2s−r

to get a field E of characteristic 2 and anisotropic quasilinear quadratic forms τ and φ over
E such that dimτ = i, dimφ = 2s, lndeg(φ) = s + 1 and dim(τ ⊗ φ)an ≤ (x − 1)2r + 2s.
The second and third points tell us that φ is not similar to a quasi-Pfister form, and
since ε ≥ (x − 1)2r+1 + 2s+1 − k, the fourth tells us that dim(τ ⊗ φ)an ≤ ε+k

2 = k + i.
By Corollary 5.3 (1), it follows that k + 2i = ε is realizable with p not a quasi-Pfister
neighbour. At the same time, since ε ≤ x2r+1 + k, we have

k + i =
ε+ k

2
≤ x2r + k < 2s−2 + 2s < 2s+1 = min{2d, 2lndeg(φ)},

and so Corollary 5.3 (2) tells us that a2s+2 + ε and a2s+2− ε are also realizable with p not
a quasi-Pfister neighbour when a ≥ 1.
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(5) Let r be a non-negative integer ≤ s−1, and let x be a positive integer < 2s+1−r−yr.
Suppose that d > 2s, k ∈ [yr2

r, d) and ε ∈ [(x + yr)2
r+1 − k, x2r+1 + k]. As in (4), set

i := ε−k
2 ∈ [(x + yr)2

r − k, x2r]. By hypothesis, we have x2r ≤ 2s+1 − (yr + 1)2r. Since
r ≤ s − 1 and d > 2s, however, yr2

r ≥ 2s, and so x2r ≤ 2s − 2r. We can therefore apply
Lemma 5.4 with u = x and v = yr + 1 to get a field E of characteristic 2 and anisotropic
quasilinear quadratic forms τ and φ over E such that dimτ = i, dimφ = d, lndeg(φ) = s+1
and dim(τ ⊗ φ)an ≤ (x + yr)2

r. As in (4), φ is then not similar to a quasi-Pfister form,
and the inequality ε ≥ (x+ yr)2

r+1− k gives that dim(τ ⊗ φ)an ≤ k+ i. By Corollary 5.3
(1), this shows that k + 2i = ε is realizable with p not a quasi-Pfister neighbour. At the
same time, the inequality ε ≤ x2r+1 + k again gives that k + i ≤ x2r + k. Since x2r ≤
2s+1 − (yr + 1)2r ≤ 2s+1 − d < 2s+1 − k, it follows that k + i < 2s+1 = min{2d, 2lndeg(φ)},
and so Corollary 5.3 (2) tells that a2s+2 + ε is also realizable with p not a quasi-Pfister
neighbour when a ≥ 1. This completes the proof. �

5.B. Examples. To conclude, we give some examples illustrating what Theorem 1.2 gives
beyond Corollary 1.3. In all cases, p will denote an anisotropic quasilinear quadratic
form over a field F of characteristic 2 which is not a quasi-Pfister neighbour and has
dimension in the interval [17, 32]. We consider an anisotropic quasilinear quadratic form q
of dimension ≥ 17 over F such that qF (p) is isotropic, and consider the possible values of
dimq modulo 64 in terms of the integer k = dimq−2i0(qF (p)). For any given k, the values
−k,−k + 2, . . . , k − 2, k are always possible (subject to the requirement that dimq > k).
The tables below list the other possible values in the given situations.

Example 5.7. If dimIzh p = 16, we have:

k Additional possible values of dimq modulo 64
< 12 None
12 ±20
13 ±19,±21
14 ±18,±20,±22
15 ±17,±19,±21,±23
≥ 16 Any additional value ≡ k (mod 2)

Note that in this case, we must have dimp ≤ 20, since otherwise Proposition 4.18 would
tell us that the 16-dimensional anisotropic form p1 would be divisible by a quasi-Pfister
form of foldness ≥ 3, forcing it to be similar to a quasi-Pfister form. But p would then be
a quasi-Pfister neighbour by Lemma 2.20, contradicting our hypothesis.

Example 5.8. If dimIzh p = 23, we have:

k Additional possible values of dimq modulo 64
< 16 None
16 32
17 ±31
18 ±30, 32
19 ±29,±31
20 ±28,±30, 32
21 ±27,±29,±31
22 ±26,±28,±30, 32
≥ 23 Any additional value ≡ k (mod 2)

Note that in this case, we must have dimp = 24 by Corollary 1.4 (1).
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Example 5.9. If dimIzh p = 28, then we have:

k Additional possible values of dimq modulo 64
< 24 None
24 32
25 ±31
26 ±30, 32
≥ 27 Any additional value ≡ k (mod 2)

In this case, dimp can take any value between 29 and 32.
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