
MILNOR K-GROUPS AND FUNCTION FIELDS OF HYPERSURFACES

IN POSITIVE CHARACTERISTIC

STEPHEN SCULLY

Abstract. Let X be an integral affine or projective hypersurface over a field F of char-
acteristic p > 0, and let F (X) denote its function field. In a recent article, Dolphin and
Hoffmann obtained an explicit description of the kernel of the natural restriction homo-
morphism between the rings of absolute Kähler differentials of F and F (X), respectively.
In this note, we examine the possibility of deriving an analogous result for mod-p Milnor
K-theory using the Bloch-Gabber-Kato theorem.

1. Introduction

Let F be a field and let FieldsF denote the category of fields containing F as a subfield
(with morphisms given by F -linear field homomorphisms). For every non-negative integer
n and prime integer p, let kn,p : FieldsF → AbelianGroups be the functor which assigns to
a given overfield K of F the group kn,p(K) := KM

n (K)⊗ Z/p, where KM
n (K) denotes the

nth Milnor K-group of K (see [Mil70] or §2.1 below). Given an inclusion K ⊆ L of fields
containing F , we write kn,p(L/K) for the kernel of the associated group homomorphism
kn,p(K) → kn,p(L). If X is an (integral) F -variety with function field F (X), then the
groups kn,p(F (X)/F ) comprise an important collection of birational invariants of X. On
the one hand, these invariants encode non-trivial information concerning the structure of
X as a geometric object, constituting particular components of the localisation sequences

kn,p(F )→ kn,p
(
F (X)

)
→

⊕
x∈X(1)

kn−1.p
(
F (x)

)
→

⊕
x∈X(2)

kn−2,p
(
F (x)

)
→ . . .

(see [Kat86]); on the other, their study (for suitable classes of varieties X) unifies several
fundamental problems relating to the classification of certain classical algebraic objects
defined over fields, notably in the context of the following well-known examples:

Examples 1.1. Let K be a field.

(1) If char(K) 6= p, then there exists, for any n ≥ 0, a natural isomorphism between
kn,p(K) and the Galois cohomology group Hn(K,µ⊗np ) by a celebrated recent result
of Rost and Voevodsky (formerly the (motivic) “Bloch-Kato conjecture”, cf. [Voe11]).

(2) If char(K) 6= p and K contains a primitive pth root of unity, then, as a special case of
(1), there exists a natural isomorphism k2,p(K) ' pBr(K), where pBr(K) denotes the
p-torsion part of the Brauer group of K (this result was originally proved by Merkurjev
and Suslin in [MS82]).

(3) For any n ≥ 0, there exists a natural isomorphism between kn,2(K) and the degree-n
part of the graded Witt ring of symmetric bilinear forms over K by celebrated results
of Kato (in the case where char(K) = 2, [Kat82b]) and Orlov-Vishik-Voevodsky (in
the case where char(K) 6= 2, [OVV07]).
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In the case where char(F ) 6= p, determining the groups kn,p(F (X)/F ) for a non-
unirational F -variety X is an extremely difficult task in general (for unirational X we
have kn,p(F (X)/F ) = 0 for all n ≥ 0 by [Mil70, Theorem 2.3]). For instance, in the
context of Example 1.1 (3), the problem of computing the groups kn,2(F (X)/F ) in the
case where char(F ) 6= 2 and X is an (anisotropic) F -quadric already amounts to one of
the major outstanding problems in the theory of quadratic forms over general fields. In
this case, we have the following explicit conjecture due to Vishik (cf. [Vis98, Question 1]):

Conjecture 1.2. Let X be an affine or projective quadric over a field F of characteristic
6= 2. Then, for any n ≥ 0, kn,2(F (X)/F ) is generated by (the classes of) symbols.

By a deep result due to Orlov, Vishik and Voevodsky, this conjecture is known to be valid
in the case where n < log2(dim X + 2) (in fact, Orlov et al. show that kn,2(F (X)/F ) = 0
in this case, cf. [OVV07, Theorem 4.2]). A positive solution to Conjecture 1.2 in the
next open case (where n = log2[2dim X + 2]) would have significant ramifications for the
theory of quadratic forms over fields of characteristic different from 2; most notably, a
conjectural characterisation of the important class of so-called Pfister neighbours in terms
of “motivic” data would follow immediately (see [Vis98],[IV00] for further discussion).

By contrast, the picture simplifies considerably in the case where char(F ) = p. Indeed,
suppose that we are in this setting, and let Ωn : FieldsF → AbelianGroups be the functor
which assigns to a given overfield K of F the group Ωn

K of absolute differential n-forms of
K (see [GS06, §A.8] or §2.2 below). Then, by a celebrated theorem of Bloch, Gabber and
Kato (cf. [BK86, Theorem 2.1] or Theorem 2.8 below), the assignment {a1, . . . , an} 7→
da1
a1
∧ . . . ∧ dan

an
gives rise, for any n ≥ 0, to an injective morphism of functors h : kn,p → Ωn.

In particular, for any F -variety X and any n ≥ 0, we have an identification

(1.1) kn,p(F (X)/F ) ' hF
(
kn,p(F )

)
∩ Ωn(F (X)/F ),

where Ωn(F (X)/F ) denotes the kernel of the group homomorphism Ωn
F → Ωn

F (X) induced

by the (structural) inclusion of F into F (X). The significance of these identifications
lies in the fact that the groups Ωn(F (X)/F ) (being, in reality, linear spaces) are more
readily accessible than those which we ultimately aim to compute. For example, one of
the basic results of the elementary theory of Kähler differentials is the uniform triviality
of the groups Ωn(F (X)/F ) in the case where X is generically smooth (i.e. where F (X)
is separable over F , see Proposition 3.1 or Lemma 4.1 below). Thus, in view of 1.1, we
immediately see that kn,p(F (X)/F ) = 0 for all n ≥ 0 in this case. Corroborating this
point further, Dolphin and Hoffmann (see [DH11, Theorem 8.5] or §4 below) recently
obtained an explicit description of the groups Ωn(F (X)/F ) for an arbitrary integral F -
hypersurface X. In the nowhere-smooth case (the only case of interest in light of the above
remarks), this description is made in terms of another birational invariant of X known
as its norm field, which may be interpreted as the smallest algebraic overfield N(X) of F
such that the regular locus of the scheme X ⊗F N(X) is empty (we should remark here
that the invariant defined in [DH11] is actually the pth-power subfield of our N(X); since
p = char(F ), however, any distinction to be drawn between the two is immaterial, see
§3 below). More explicitly, if X is defined as a hypersurface in the ambient affine (resp.
projective) space by the vanishing of a given polynomial (resp. homogeneous polynomial)
f , then N(X) is constructed by adjoining to F the pth roots of all possible ratios of the
(non-zero) coefficients of f (note that F is necessarily imperfect); in particular, N(X) is
a height-one finite purely inseparable extension of F . With this terminology in place, the
main result of [Hof04] asserts that, for any nowhere-smooth integral F -hypersurface X
and any n ≥ 0, Ωn(F (X)/F ) consists of those elements of Ωn

F which are divisible by the
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m-fold exterior product db1
b1
∧ . . . ∧ dbm

bm
, where b1, . . . , bm is any minimal generating set for

the extension N(X)p/F p (see also Theorem 4.2 and Remark 4.3 below). This computation
was successfully used (in conjunction with the celebrated results of Kato ([Kat82b]) on
2-primary analogues of the Milnor conjectures) in loc. cit. to study the splitting behaviour
of symmetric bilinear forms under scalar extension to function fields of hypersurfaces in
characteristic 2. In the context of Milnor K-theory, it leads naturally to the following
conjecture (communicated to the author by Hoffmann):

Conjecture 1.3. Let X be a nowhere-smooth integral affine or projective hypersurface
over an imperfect field F of characteristic p > 0. Then, for any n ≥ 0, kn,p(F (X)/F ) is
generated by (the classes of) those symbols {a1, . . . , an} for which N(X) ⊆ F ( p

√
a1, . . . , p

√
an).

The difficulty in establishing assertions of this type via the identifications of 1.1 is that,
given a non-trivial F -linear subspace V ⊆ Ωn

F , there is no general method by which one
can derive an explicit presentation of the pre-image of V under the Bloch-Gabber-Kato
embedding hF : kn,p(F )→ Ωn

F in terms of symbols. In the case at hand, for example, the
missing link between Conjecture 1.3 and the main result of [DH11] is given by:

Conjecture 1.4. Let F be a field of characteristic p > 0, let b1, . . . , bm ∈ F be such that
[F p(b1, . . . , bm) : F p] = pm and let V = Ωn−m

F ∧
(
db1
b1
∧ . . . ∧ dbm

bm

)
⊆ Ωn

F for some n ≥ m.

Then h−1F (V ) ⊆ kn,p(F ) is generated by (the classes of) those symbols {a1, . . . , an} for

which F ( p
√
b1, . . . ,

p
√
bm) ⊆ F ( p

√
a1, . . . , p

√
an).

In the present article, we will show that Conjecture 1.4 is valid in the special case where
n = m (see Proposition 5.1 below). Together with our previous remarks, this yields:

Theorem 1.5. Let X be an integral affine or projective hypersurface over a field F of
characteristic p > 0.

(1) If X is generically smooth, then kn,p(F (X)/F ) = 0 for all n ≥ 0.
(2) If X is nowhere smooth, then kn,p(F (X)/F ) = 0 for all 0 ≤ n < logp[N(X) : F ].
(3) If X is nowhere smooth and m = logp[N(X) : F ], then km,p(F (X)/F ) is generated

by (the classes of) those symbols {a1, . . . , am} for which N(X) = F ( p
√
a1, . . . , p

√
am).

In particular, we see that the kind of behaviour which is expected to prevail for quadric
hypersurfaces over fields of characteristic different from 2 (explicitly stated in Conjecture
1.2 above and the subsequent remarks) also prevails in this setting.

Notation and terminology. If F is a field, then F will denote a fixed algebraic closure
of F , while FieldsF and VectorSpacesF will denote the category of fields containing F as a
subfield (with morphisms given by F -linear field homomorphisms) and the category of F -
vector spaces, respectively. The word scheme means an scheme of finite type over a field.
By a variety, we then mean an integral scheme. If X (resp. f) is a scheme over a field F
(resp. a polynomial in n-algebraically independent variables T1, . . . , Tn over F ) and L is
any overfield of F , then X ⊗F L (resp. f ⊗F L) will denote the scheme X ×Spec F Spec L
(resp. the image of f under the canonical inclusion F [T1, . . . , Tn] ⊆ L[T1, . . . , Tn]).

2. Preliminaries

The purpose of this section is to recall some basic facts concerning Milnor K-groups
and modules of (higher) differential forms. Having no need to work in greater generality,
we limit our considerations here to the restriction of these functors to categories of fields.
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2.1. Milnor K-theory. Let K be a field. The Milnor ring of K (first introduced in
[Mil70]) is the Z-graded ring KM

∗ (K) defined as the quotient of the tensor ring T ∗Z(K∗)
(equipped with its standard Z-grading) by the homogeneous ideal generated by elements
of the form a ⊗ (1 − a) for some a ∈ K∗ \ {1}. Its nth graded component, KM

n (K), is
called the nth Milnor K-group of K. For any a1, . . . , an ∈ K∗, the image of the n-fold
product a1 ⊗ . . . ⊗ an under the canonical projection TnZ (K∗) → KM

n (K) is denoted by
{a1, . . . , an}. Elements of the latter type are known as (pure) symbols; collectively (over
all n ≥ 0), they form a system of additive generators of the ring KM

∗ (K). Given a prime
integer p, we will write kn,p(K) for the mod-p quotient group KM

n (K)⊗ Z/p.
Let L be another field, and let i : K → L be a field homomorphism. Then the in-

duced map T ∗Z(K∗)→ T ∗Z(L∗) (defined as the unique ring homomorphism extending i|K∗)
descends to a Z-graded ring homomorphism KM

∗ (K) → KM
∗ (L), thus equipping KM

∗ (L)
with the structure of a Z-graded KM

∗ (K)-module. In particular, for any n ≥ 0 and any
prime integer p, i gives rise to a restriction homomorphism

ri : kn,p(K)→ kn,p(L).

These restriction maps are compatible with the composition of field homomorphisms, and,
in this way, we obtain functors kn,p : FieldsF → AbelianGroups for any fixed base field F .
If i is the inclusion of K as a subfield of L, then we simply write rK⊆L instead of ri; in
this case, we also write kn,p(L/K) for the kernel of ri (in degree n).

In the special case where i is finite (i.e. where i equips L with the structure of a
finite-dimensional K-vector space), there also exist corestriction homomorphisms

ci : kn,p(L)→ kn,p(K),

which are again compatible with the composition of field homomorphisms. In the case
where n = 1, the map ci is simply given by the standard (mod-p) norm homomorphism;
for larger n, however, the construction is rather more delicate (see [BT73],[Kat80] or
[GS06, Ch. 7] for full details). Together, the restriction and corestriction homomorphisms
satisfy the projection formula: for any n ≥ 0 and prime integer p, the composite map
ci ◦ ri ∈ End

(
kn,p(K)

)
amounts to multiplication by deg(i) = [L : i(K)]. As before, in the

case where i is the inclusion of K as a subfield of L, we simply write cK⊆L instead of ci.

2.2. Kähler differentials. Let k ⊆ K be an inclusion of fields. The space of differential
1-forms of K relative to k is defined as the (essentially) unique object Ω1

K|k which rep-

resents the functor Derk(K,−) : VectorSpacesK → Sets of k-linear derivations of K (see
[Mat89, Ch. 9]) in the category of K-vector spaces. Explicitly, it may be presented as
the quotient V/W , where V is the free K-vector space on the set {(a) | a ∈ K} and W is
the K-linear subspace of V generated by elements of the form (µ), (a + b) − (a) − (b) or
(ab)−b(a)−a(b) for some µ ∈ k or a, b ∈ K. The universal k-linear derivation d : K → Ω1

K|k
is then defined by the assignment a 7→ da := (a) (mod W ). By setting

(2.1) d(ada1 ∧ . . . ∧ dan) = da ∧ da1 ∧ . . . ∧ dan

for all n ≥ 0 and all a, a1, . . . , an ∈ K, the latter map may be extended to a unique
degree-one graded k-algebra endomorphism d of the exterior algebra Ω∗K|k :=

∧∗
K(Ω1

K|k)

(equipped with its standard Z-grading) such that d2 = 0 and such that the formula

d(ω1 ∧ ω2) = d(ω1) ∧ ω2 + (−1)iω1 ∧ d(ω2)
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holds for all i ≥ 0, ω1 ∈ Ωi
K|k and ω2 ∈ Ω∗K|k. In particular, letting Ωn

K|k denote the

degree-n part of the ring Ω∗K|k, we obtain in this way a complex

(Ω•K|k, d) = K
d−→ Ω1

K|k
d−→ Ω2

K|k
d−→ . . .

of k-vector spaces known as the de Rham complex of K relative to k. For each n ≥ 1,
the K-vector space Ωn

K|k is called the space of differential n-forms of K relative to k. Its

k-linear subspace consisting of the n-coboundaries of (Ω•K|k, d) (i.e. the elements in image

of the differential d : Ωn−1
K|k → Ωn

K|k) will be denoted by Bn
K|k. For any n ≥ 0, the nth

cohomology set of the complex (Ω•K|k, d) (which is naturally equipped with the structure

of a k-vector space) will be denoted by Hn(Ω•K|k). If ω ∈ Ωn
K|k lies in the kernel of the

differential d, then we write [ω] for its image in Hn(Ω•K|k). In the special case where k is

the prime subfield of K, we simply write Ωn
K

(
resp. Bn

K , Hn(Ω•K)
)

instead of Ωn
K|k

(
resp.

Bn
K|k, H

n(Ω•K|k)
)
, and call it the space of absolute differential n-forms of K.

Let ` ⊆ L be another inclusion of fields, and let i : K → L and j : k → ` be a pair of field
homomorphisms such that i|k is equal to the composition of j and the inclusion of ` into
L (note that although the action of j is completely determined by i, we want to emphasise
the target ` of j in what follows). Consider the k-linear derivation Di,j : K → Ω1

L|`
defined by setting Di,j(a) = di(a) for all a ∈ K. By the universal property of Ω1

K|k,

Di,j corresponds to a unique K-linear homomorphism Ω1
K|k → Ω1

L|`. Taking nth exterior

powers, we therefore obtain a K-linear restriction homomorphism

ri,j : Ωn
K|k → Ωn

L|`

for all n ≥ 0. More explicitly, ri,j is defined by setting ri,j(ada1 ∧ . . .∧ dan) = i(a)di(a1)∧
. . . ∧ di(an) for all a, a1, . . . , an ∈ K and then extending linearly to all of Ωn

K|k. If j is the

inclusion of k as a subfield of ` (resp. i is the inclusion of K as a subfield of L), we simply
write ri|k⊆` (resp. rK⊆L|j) instead of ri,j . In the special case where ` = k and j is the
identity (resp. L = K and i is the identity), we simplify the notation further, denoting the
appropriate restriction homomorphism by ri (resp. r|j). Finally, if i is the inclusion of K
as a subfield of L and ` = k = k0, where k0 denotes the prime subfield of K, then we write
Ωn(L/K) for the kernel of the map rK⊆L (in degree n). The maps ri,j are readily seen
to respect the composition of compatible pairs of field homomorphisms. In particular, for
any fixed base field F and any n ≥ 0, we obtain a functor Ωn : FieldsF → AbelianGroups
which assigns to a given overfield K of F the underlying group of the K-vector space
Ωn
K . The restriction homomorphisms also commute with the differentials of the de Rham

complex, as one may readily verify from the definition and (2.1).
A totally ordered collection {ai}i∈I of elements of K is said to be a differential basis of

K over k if, for every n ≥ 0, the set

Bn = {
das(1)

as(1)
∧ . . . ∧

das(n)

as(n)
| s : {1, . . . , n} → I is a strictly increasing function}

constitutes a basis of the K-vector space Ωn
K|k (in the case where n = 0, we have Ω0

K|k = K,

and the set B0 should be interpreted as the one-element set {1}). It is not difficult to see
(cf. [Mat89, Theorem 26.5]) that this notion coincides with that of a transcendence basis of
K over k in the case where char(k) = 0, and that of a p-basis of K over k in the case where
char(k) = p > 0 (recall that {ai}i∈I is a p-basis of K over k if K = Kp(k)(ai | i ∈ I) and
[Kp(k)(as(1), . . . , as(n)) : Kp(k)] = pn for every strictly increasing function s : {1, . . . , n} →
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I). The following proposition therefore follows immediately from standard results on the
extension of transcendence bases and p-bases (in the positive-characteristic case, we refer
in particular to the well-known separability criterion of S. MacLane, see [Mac39]):

Proposition 2.1 (cf. [Mat89, Theorem 26.6]). Let K ⊆ L be an inclusion of fields. Then
L is separable over K if and only if, for any subfield k ⊆ K and any n ≥ 0, the L-linear
homomorphism α : Ωn

K|k ⊗K L→ Ωn
L|k induced by rK⊆L is injective.

Remark 2.2. Recall here that L is separable over K if the ring L⊗K K is reduced.

In the special case where L is algebraic over K, one can say more:

Proposition 2.3. Let k ⊆ K ⊆ L be a tower of fields, and let ` be a subfield of L
containing k. Suppose that L is separable and algebraic over K, and that k is separable
and algebraic over `. Then, for any n ≥ 0, the restriction map rK⊆L|k⊆` : Ωn

K|k → Ωn
L|`

gives rise to an isomorphism of L-vector spaces β : Ωn
K|k ⊗K L

∼−→ Ωn
L|`.

For lack of a precise reference, we provide the details:

Proof. Let α : Ωn
K|k⊗KL→ Ωn

L|k be the L-linear injection of Proposition 2.1. The proposed

isomorphism β evidently decomposes as

Ωn
K|k ⊗K L

α−→ Ωn
L|k

r|k⊆`−−−→ Ωn
L|`.

We claim that both α and r|k⊂` are L-linear isomorphisms. It is sufficient to treat the case
where n = 1 (the general case follows by taking exterior powers). Then, according to the
relative cotangent sequence for differential 1-forms ([Mat89, Theorem 25.1]), the cokernel
of α is given by Ω1

L|K . But if a is any element of L with minimal polynomial ma over K,

then the relations 0 = d
(
ma(a)

)
= m′a(a)da (here m′a denotes the formal derivative of ma)

imply (in view of the separability of a) that da = 0 in Ω1
L|K . It follows that Ω1

L|K = 0,

and so α is injective. In exactly the same way, we see that Ω1
`|k = 0, and hence r|k⊂` is

injective. As the latter map is clearly surjective, the result follows. �

The proof of Proposition 2.3 shows that Ω1
L|K = 0 whenever L is separable and algebraic

over K. It is not hard to see that the converse is also true. More generally, we have:

Proposition 2.4 (see [Mat89, Theorem 26.10]). Let K ⊆ L be an inclusion of fields
with L finitely generated over K. Then L is separable over K if and only if dimLΩ1

L|K =

trdegK(L).

Now, let k ⊆ K ⊆ L be a tower of fields, and let ` be a subfield of L containing k. If L is
separable and finite over K, and ` is separable and algebraic over k, then Proposition 2.3
shows that the map β : Ωn

K|k⊗KL→ Ωn
L|` induced by rK⊆L|k⊆` is an L-linear isomorphism

for any n ≥ 0. This enables us to define, for any n ≥ 0, a corestriction homomorphism

cK⊆L|k⊆` : Ωn
L|` → Ωn

K|k

as the K-linear composition

Ωn
L|`

β−1

−−→ Ωn
K|k ⊗K L

id⊗TrK⊆L−−−−−−→ Ωn
K|k,

where TrK⊆L : L → K denotes the standard trace homomorphism for finite extensions.
These maps are easily seen to respect the composition of compatible pairs of field in-
clusions. Together the restriction and corestriction homomorphisms for finite separable
extensions satisfy the projection formula: for any n ≥ 0, the composite map cK⊆L|k⊆` ◦
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rK⊆L|k⊆` ∈ EndK(Ωn
K|k) amounts to multiplication by [L : K]. In the special case where

` = k (resp. L = K), we will again simply write cK⊆L (resp. c|k⊆`) instead of cK⊆L|k⊆`.

Remark 2.5. It is also possible to define corestriction homomorphisms on spaces of higher
Kähler differentials for finite inseparable extensions, but the construction is rather more
delicate. As the separable transfer is sufficient for our later needs, we refrain from dis-
cussing the general case here (see [BK86, p. 126] for further details).

2.3. A decomposition of the de Rham complex in positive characteristic. Let
k ⊆ K be an inclusion of fields of characteristic p > 0 such that k contains Kp. Assume
that K is finite over k, say of degree pr, and let {ai}i∈{1,...,r} be a p-basis of K over k. For all
0 ≤ n ≤ r, let Sn denote the set of all strictly increasing functions {1, . . . , n} → {1, . . . , r}
(S0 should be interpreted here as the one-element set {0}). For any s ∈ Sn, let

ωs =
das(1)

as(1)
∧ . . . ∧

das(n)

as(n)
∈ Ωn

K|k

(with ω0 = 1 ∈ K = Ω0
K|k in the case where n = 0). By the discussion of §2.2, the set

Bn = {ωs | s ∈ Sn} is, for any n ≥ 0, a basis of the K-vector space Ωn
K|k. Now, for each

multi-index α = (α1, . . . , αr) ∈ {0, . . . , p−1}×r, let aα denote the product aα1
1 · · · aαr

r ∈ K.
Since {ai}i∈{1,...,r} is a p-basis of K over k, the set {aα | α ∈ {1, . . . , p − 1}×r} is a basis

of K as a k-vector space. For each n ≥ 0, the set {aαωs | s ∈ Sn, α ∈ {1, . . . , p − 1}×r}
therefore constitutes a k-basis of the K-vector space Ωn

K|k. Let α ∈ {0, . . . , p− 1}×r. For

each 0 ≤ n ≤ r, let Ωn
K|k(α) denote the k-linear subspace of Ωn

K|k generated by the set

{aαωs | s ∈ Sn}. If n < r, then it is easy to see that the k-linear differential d : Ωn
K|k →

Ωn+1
K|k maps Ωn

K|k(α) to Ωn+1
K|k (α). In this way, we obtain a k-linear subcomplex (Ω•K|k(α), d)

of the de Rham complex (Ω•K|k, d). Since the set {aαωs | s ∈ Sn, α ∈ {1, . . . , p − 1}×r} is

a k-basis of the space Ωn
K|k for every 0 ≤ n ≤ r, we thus obtain a decomposition

(2.2) (Ω•K|k, d) =
⊕
α

(Ω•K|k(α), d)

of complexes of k-vector spaces. In particular, for any 0 ≤ n ≤ r, we have a k-linear
decomposition Hn(Ω•K|k) =

⊕
αH

n
(
Ω•K|k(α)

)
, where Hn

(
Ω•K|k(α)

)
denotes the degree-n

cohomology of the complex Ω•K|k(α). As the following proposition shows, these decom-

positions are very useful from a computational perspective (note that 0 denotes here the
unique element of {0, . . . , p− 1}×r whose entries are all zero):

Proposition 2.6 (cf. [Kat82a, Lemma 1]). In the above situation:

(1) The differentials of the complex Ω•K|k(0) are trivial.

(2) If α 6= 0, then Hn
(
Ω•K|k(α)

)
= 0 for all 0 ≤ n ≤ r.

In particular, for any 0 ≤ n ≤ r, we have

Hn(Ω•K|k) =
⊕
s

k · [ωs],

the sum being taken over the set of all s ∈ Sn.

Proof. See [GS06, Proposition 9.4.6]. �



8 STEPHEN SCULLY

2.4. The Artin-Schreier homomorphism. Let k ⊆ K be an inclusion of fields of
characteristic p > 0. For any n ≥ 0, there exists a unique homomorphism

(2.3) ℘K|k : Ωn
K|k → Ωn

K|k/B
n
K|k

of abelian groups (known as the Artin-Schreier homomorphism) satisfying

(2.4) ℘K|k(a
da1
a1
∧ . . . ∧ dan

an
) = (ap − a)

da1
a1
∧ . . . ∧ dan

an
(mod Bn

K|k)

for all a, a1, . . . , an ∈ K (the well-definedness of the assignment 2.4 is due to Cartier
([Car58]); for a detailed exposition, we refer to [GS06, Ch. 9]). Its kernel will be denoted
by ν(n)K|k. If ` ⊆ L is another inclusion of fields, and i : K → L and j : k → ` are field
homomorphisms such that i|k is equal to the composition of j and the inclusion of ` into
L, then, for any n ≥ 0, the restriction homomorphism ri|j : Ωn

K|k → Ωn
L|` maps ν(n)K|k to

ν(n)L|` (this follows readily from the fact that the restriction homomorphisms commute
with the differentials of the de Rham complex). In the special case where k is the prime
subfield of K, we simply write ℘K and ν(n)K instead of ℘K|k and ν(n)K|k, respectively.

2.5. The differential symbol. Let k ⊆ K be an inclusion of fields. Since da∧d(1−a) =

−da∧ da = 0 in Ω2
K|k for any a ∈ K∗, the assignment {a1, . . . , an} 7→ da1

a1
∧ . . . ∧ dan

an
gives

rise to a well-defined Z-graded ring homomorphism KM
∗ (K) → Ω∗K|k. In the case where

char(k) = p > 0, this map descends, for any n ≥ 0, to a homomorphism of abelian groups

hK|k : kn,p(K)→ Ωn
K|k

known as the differential symbol. In the case where k is the prime subfield of K, we
simply write hK instead of hK|k. It is clear from their definition that the differential
symbols commute with the restriction homomorphisms induced by compatible pairs of
field homomorphisms. A slightly more subtle result is the following assertion concerning
their compatibility with finite separable corestriction homomorphisms:

Lemma 2.7. Let k ⊆ K ⊆ L be a tower of fields, and let ` be a subfield of L containing
k. Suppose that L is separable and finite over K and that ` is separable and algebraic over
k. Then, for any n ≥ 0, the diagram

kn,p(L)

cK⊆L

��

hL|`
// Ωn

L|`

cK⊆L|k⊆`

��

kn,p(K)
hK|k

// Ωn
K|k

is commutative.

Proof. Let k0 denote the prime subfield of k. By the definition of the differential symbol,
the extended diagram

(2.5) kn,p(L)

cK⊆L

��

hL // Ωn
L

r|k0⊆`
//

cK⊆L

��

Ωn
L|`

cK⊆L|k⊆`

��

kn,p(K)
hK // Ωn

K

r|k0⊆k
// Ωn

K|k
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includes the diagram of interest as its outer square. By the definition of the finite separable
corestriction homomorphisms, the right square of (2.5) is commutative. In order to prove
the lemma, we may therefore assume that ` = k = k0. A proof of the desired assertion
this case may be found in [GS06, Lemma 9.5.4]. �

Now, for any fixed base field F of characteristic p > 0, and any n ≥ 0, the maps hK
collectively give rise to a morphism of functors

(2.6) h : kn,p → Ωn,

from the category FieldsF (of fields containing F ) to the category of abelian groups. The
following important result is due independently to Bloch-Kato ([BK86]) and Gabber (un-
published):

Theorem 2.8 (Bloch-Gabber-Kato, cf. [BK86, Theorem 2.1]). For any n ≥ 0, the map
(2.6) is an injective morphism of functors.

As an immediate corollary, we obtain:

Corollary 2.9. Let F ⊆ L be an inclusion of fields of characteristic p > 0. Then,
for any n ≥ 0, the map hF : kn,p(F ) → Ωn

F induces an isomorphism of abelian groups
kn,p(L/F ) ' hF

(
kn,p(F )

)
∩ Ωn(L/F ).

Note here that, in view of (2.4), the image hF
(
kn,p(F )

)
of the differential symbol hF

lies, for any n ≥ 0, in the kernel ν(n)F of the Artin-Schreier homomorphism ℘F of (2.3).
In [Kat82a], Kato showed that, in fact, equality holds here: we have hF

(
kn,p(F )

)
= ν(n)F

for all n ≥ 0. Although we shall make use of its proof, we will not explicitly appeal to this
fact below. We will, however, need the following relative version of the n = 1 case, which
was proved rather earlier by Cartier (at least in the absolute case):

Theorem 2.10 (Cartier, see [Car58, Ch. 2, §6]). Let k ⊆ K be an inclusion of fields of
characteristic p > 0. Then hK|k

(
kn,p(K)

)
= ν(1)K|k.

Proof. See [GS06, Theorem 9.3.3]. �

3. The norm field of a nowhere-smooth hypersurface

Let X be a variety over a field F . We say that X is generically smooth if the locus
of smooth points on X is non-empty (i.e. if, for every overfield L of F , the scheme
X⊗F L admits a regular point). Since the smooth locus of any scheme is Zariski-open, this
simply amounts to asking that X be smooth at its generic point. By standard results on
regularity and smoothness, the latter condition may be reformulated in terms of the space
of differential 1-forms of the function field F (X): X is smooth at its generic point if and
only if dimF (X)Ω

1
F (X)|F = dim X (see [EGA IV4, (17.15.5)]). In view of Propositions 2.1

and 2.4, we therefore have the following alternative characterisation of generic smoothness:

Proposition 3.1. Let X be a variety over a field F . Then the following are equivalent:

(1) X is generically smooth.
(2) F (X) is separable over F .
(3) For any subfield k ⊆ F and any n ≥ 0, the F -linear homomorphism α : Ωn

F |k ⊗F
F (X)→ Ωn

F (X)|k induced by rF⊆F (X) is injective.

Remark 3.2. The conditions of Proposition 3.1 are also equivalent to the geometric reduced-
ness of X (i.e. the reducedness of X ⊗F F , see [EGA IV2, (4.6.1)]). As a simple matter
of personal preference, we choose to work below with the notion of generic smoothness.
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Examples 3.3. Let F be a field.

(1) If F is perfect, then every F -variety X is generically smooth. Indeed, in this case,
every finitely generated extension of F is separable over F , and so the assertion follows
immediately from Proposition 3.1.

(2) Suppose that char(F ) = p > 0, and let f ∈ F [T1, . . . , Tn] be an irreducible polynomial
in n algebraically-independent variables T1, . . . , Tn over F . If f /∈ F [T p1 , . . . , T

p
n ], then

the affine hypersurface Xf = {f = 0} ⊂ AnF is generically smooth. Indeed, after
reordering the Ti if necessary, we may assume that f /∈ F [T p1 , T2, . . . , Tn]. Letting
L = F (T2, . . . , Tn), we then see that the function field F (Xf ) is F -isomorphic to
L(α) for some element α belonging to the separable closure of L. The field F (Xf ) is
therefore separably generated (and hence separable, see [Mat89, Theorem 26.2]) over
F , and we again conclude using Proposition 3.1.

In the case where X fails to be generically smooth, we will say that X is nowhere smooth.
By definition, this means that there exists an overfield L of F such that the regular locus
of the scheme X ⊗F L is empty. The purpose of this section is to highlight the following
refinement of the latter condition in the special case where X is (birationally isomorphic
to) an affine or projective F -hypersurface:

Proposition 3.4. Let X be a nowhere-smooth integral affine or projective hypersurface
over a field F . Then there exists a smallest overfield N(X) of F such that the regular
locus of the scheme X ⊗F N(X) is empty.

The field N(X) of Proposition 3.4 will be called the norm field of X (this terminology
comes from [Hof04],[DH11] where N(X) was defined in a more explicit way, see Remark
3.9 below). Since the regular locus of any scheme is Zariski-open and dense (see [EGA IV2,
(6.12.5)]), N(X) is an invariant of the birational class of X. As the proof of Proposition
3.4 (given below) shows, it is a finite height-one purely inseparable extension of F which
is readily determined in terms of the coefficients of the polynomial (resp. homogenous
polynomial) defining X as a hypersurface in the ambient affine (resp. projective) space.
In order to prove Proposition 3.4, we will appeal to the following well-known statement:

Lemma 3.5. Let X be a scheme. Then the regular locus of X is empty if and only if, for
every generic point x of X, the Artin local ring OX,x is non-reduced.

Proof. Since the regular locus of X is Zariski-open and dense ([EGA IV2, (6.12.5)]), this
simply amounts to the (obvious) fact that an Artin local ring is regular if and only if it is
reduced (i.e. a field). �

Let us now make this more explicit in the special case where X is an affine hypersurface.

Lemma 3.6. Let f ∈ F [T1, . . . , Tn] be a non-constant polynomial in n algebraically-
independent variables T1, . . . , Tn over a field F , and let Xf = {f = 0} ⊂ An be the
affine F -hypersurface defined by its vanishing. Then the regular locus of Xf is empty if
and only if every irreducible divisor of f in F [T1, . . . , Tn] has multiplicity > 1.

Remark 3.7. By the multiplicity of an irreducible divisor g of f , we mean the largest
positive integer r such that gr divides f in F [T1, . . . , Tn].

Proof. If g is an irreducible divisor of f in F [T1, . . . , Tn], then the affine F -hypersurface
Xg = {g = 0} ⊂ AnF is an irreducible component of Xf . If x is the generic point of Xg,
then the local ring OXf ,x is K-isomorphic to the ring R = F [T1, . . . , Tn, g

−1]/(gr), where
r denotes the multiplicity of g in f . If r > 1, then (the class of) g is a non-zero nilpotent
element of R. On the other hand, if r = 1, then R is the fraction field of the integral
domain F [T1, . . . , Tn]/(g). In view of Lemma 3.5, the result follows. �
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In light of Example 3.3 (1), nowhere-smooth varieties exist only over imperfect fields
(necessarily of positive characteristic). We now specialise to this situation:

Proposition 3.8. Let F be an imperfect field of characteristic p > 0, and let Xf ⊂ AnF
be the integral affine F -hypersurface defined by the vanishing of an irreducible polynomial
f ∈ F [T1, . . . , Tn] in n algebraically-independent variables T1, . . . , Tn. Then:

(1) For any overfield L of F , the regular locus of the scheme Xf ⊗F L is empty if and
only if f ⊗F L = ahp for some h ∈ L[T1, . . . , Tn] and a ∈ L∗.

(2) Xf is nowhere smooth if and only if f ∈ F [T p1 , . . . , T
p
n ].

Proof. (1) Let L be an overfield of F . In view of Lemma 3.6, we must show that f ⊗F L is
a scalar multiple of a pth power in the ring L[T1, . . . , Tn] if and only if all of its irreducible
divisors in L[T1, . . . , Tn] have multiplicity > 1. The left-to-right implication here is trivial.
Conversely, suppose that every irreducible divisor of f⊗FL in L[T1, . . . , Tn] has multiplicity
> 1. Let g be any such divisor, and let r denote its multiplicity. In order to show that
f ⊗F L = ahp for some h ∈ L[T1, . . . , Tn] and a ∈ L∗, it will be enough to show that r is a
power of p. Re-ordering the Ti if neccessary, we may assume that f has non-zero degree
in the variable T1. Let K = F (T2, . . . , Tn), let M = L(T2, . . . , Tn), and let f (resp. g)
denote the image of f (resp. g) under the canonical inclusion F [T1, . . . , Tn] ⊂ K[T1] (resp.
L[T1, . . . , Tn] ⊂ M [T1]). By Gauss’ Lemma, f and g are irreducible in K[T1] and M [T1],
respectively. Furthermore, as an irreducible divisor of f ⊗K M , g has multiplicity r. But
since f is irreducible, it then follows from elementary field theory that r is a power of p
(e.g. [Lan02, Ch. V, §6, Prop. 1]). This proves (1).

(2) The left-to-right implication follows from Example 3.3 (2). Conversely, if f ∈
F [T p1 , . . . , T

p], then f ⊗F F is a pth power in the ring F [T1, . . . , Tn], and so the regular

locus of Xf⊗FF is empty by (1). In other words, Xf is nowhere smooth, as we wanted. �

We can now prove Proposition 3.4.

Proof of Proposition 3.4. By Example 3.3 (1), F is imperfect of prime characteristic p, say.
Since the regular locus of any scheme is Zariski-open and dense ([EGA IV2, (6.12.5)]),
we are free to replace X with any variety belonging to the same birational class. In
particular, we may assume that X = Xf = {f = 0} ⊂ AnF for some irreducible polynomial
f ∈ F [T1, . . . , Tn] in n algebraically-independent variables T1, . . . , Tn. By Proposition 3.8
(2), we necessarily have f ∈ F [T p1 , . . . , T

p
n ]. Let C(f) ⊂ F ∗ denote the set of all (non-zero)

coefficients of f , and let N(X) = F
(

p
√
a/b | a, b ∈ C(f)

)
. Then f ⊗F N(X) is a scalar

multiple of a pth power in the ring N(X)[T1, . . . , Tn], and so the regular locus of the scheme
X ⊗F N(X) is empty by Proposition 3.8 (1). On the other hand, if L is any overfield of
F such that the regular locus of the scheme X ⊗F L is empty, then the same result shows
that L necessarily contains N(X). In other words, N(X) is the smallest overfield of F
such that the regular locus of the scheme X ⊗F N(X) is empty. �

Remark 3.9. The norm field of a nowhere-smooth hypersurface X over an imperfect field
F of characteristic p > 0 was formally introduced by Dolphin and Hoffmann in [DH11] (see
also [Hof04] for an earlier appearance of the same invariant). The invariant defined in loc.
cit. is actually the subfield of pth powers in our invariant N(X) (though any distinction
to be drawn between the two is clearly immaterial). Moreover, Dolphin and Hoffmann’s
definition corresponds to the explicit one given in the proof of Proposition 3.4 above (in
terms of the coefficients of the polynomial defining X as a hypersurface in the ambient
space; in particular, our interpretation of N(X) as the smallest overfield of F such that
the regular locus of X ⊗F N(X) is empty does not appear in loc. cit.). Nevertheless,
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despite this seemingly less intrinsic definition, the birational invariance of N(X) may also
be seen from [DH11, Theorem 8.5] (see also Theorem 4.2 below).

4. Kähler differentials and function fields of hypersurfaces

Let X be a variety over a field F . In this section we recall the explicit computation of
the groups Ωn(F (X)/F ) given by Dolphin and Hoffmann in [DH11]. We begin by noting
the following immediate consequence of Proposition 3.1:

Lemma 4.1. Let X be a variety over a field F . If X is generically smooth, then
Ωn(F (X)/F ) = 0 for all n ≥ 0.

We are thus left to consider the nowhere-smooth case, which, in view of Example 3.3 (1),
can only arise when F is imperfect. The main result of [DH11] is the following theorem:

Theorem 4.2 (Dolphin-Hoffmann, [DH11, Theorem 8.5]). Let X be a nowhere-smooth
integral affine or projective hypersurface over an imperfect field F of characteristic p > 0.
Then, for any n ≥ 0, we have Ωn(F (X)/F ) = {ω ∈ Ωn

F | ω ∧ da = 0 for all a ∈ N(X)}.
Remark 4.3. Let us further clarify the statement of Theorem 4.2. Suppose that X is
defined as a hypersurface in the ambient affine (resp. projective) space by the vanishing
of an irreducible polynomial (resp. homogeneous polynomial) f ∈ F [T1, . . . , Tn] in n
algebraically-independent variables T1, . . . , Tn over F . Let C(f) ⊂ F ∗ denote the set of
all (non-zero) coefficients of f . Then, by the proof of Proposition 3.4, we have N(X) =

F
(

p
√
a/b | a, b ∈ C(f)

)
(note, in particular, that N(X) is finite over F ). Let b1, . . . , bm

be any p-basis of N(X)p over F p (again, this is a finite set). Since N(X) is a height-one
purely inseparable extension of F , the bi all belong to F ∗. Theorem 4.2 then asserts that,
for any n ≥ 0, we have Ωn(F (X)/F ) = Ωn−m

F ∧
(
db1
b1
∧ . . . ∧ dbm

bm

)
. In particular, we see

that Ωn(F (X)/F ) = 0 whenever n < logp[N(X) : F ].

In view of Remark 4.3, Theorem 4.2 therefore yields:

Corollary 4.4. A positive solution to Conjecture 1.4 (in degree n) implies a positive
solution to Conjecture 1.3 (in degree n).

5. Proof of main results

We now prove the main results of this article, beginning with:

Proposition 5.1. Conjecture 1.4 is true for n = m.

The proof of Proposition 5.1 is, in fact, essentially implicit in that of [Kat82a, Theorem
1]. For lack of a precise reference, however, we provide full details here. As in loc. cit. we
will need the following lemma:

Lemma 5.2 (cf. [Kat82a, Lemma 3]). Let k ⊆ K be an inclusion of fields with K purely
inseparable and finite of degree p over k, and let g : K → k be a k-linear homomorphism.
Then there exist an overfield ` of k and a non-zero element c ∈ L := ` ·K such that:

(1) ` is finite of prime-to-p degree over k.
(2) g(ci) = 0 for all 1 ≤ i < p, where g denotes the unique `-linear homomorphism

L→ ` sastifying g(a) = g(a) for all a ∈ K.

The proof of Lemma 5.2 begins with the following auxiliary result:

Lemma 5.3. Let k ⊆ K be an inclusion of fields with K with inseparable and finite of
degree p over k, and let ω ∈ Ω1

K|k \B
1
K|k. Then there exist an overfield ` of k and non-zero

elements u ∈ ` and y ∈ L := ` ·K such that:
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(1) ` is finite of prime-to-p degree over k.

(2) rK⊆L|k⊆`(ω) = udyy in Ω1
L|`.

Proof. Let b ∈ K be such that K = k(b). The K-vector space Ω1
K|k is one dimensional,

generated by the element db
b . In particular, there exists a ∈ K∗ such that ω = adbb in Ω1

K|k.

On the other hand, Proposition 2.6 shows that the space H1(Ω•K|k) = Ω1
K|k/B

1
K|k is one

dimensional over k. Since ω /∈ B1
K|k, it follows that there exists ρ ∈ k∗ such that

(5.1) ap
db

b
≡ ρω ≡ ρadb

b
(mod B1

K|k).

Let u be any (p − 1)st root of ρ in k, and let ` = k(u) and L = ` ·K = K(u). Clearly `
has prime-to-p degree over k. Since restriction homomorphisms on differential forms are
compatible with the differentials of the de Rham complex, applying the map rK⊆L|k⊆` to
(5.1) yields the congruence

(5.2) ap
db

b
≡ ρadb

b
(mod B1

L|`)

in Ω1
L|`. Dividing both sides of (5.2) by up ∈ `∗ and rearranging, we see that

(cp − c)db
b
∈ B1

L|`,

where c = a/u ∈ L∗. In other words (see (2.4)), we have cdbb ∈ ν(1)L|`. By Theorem 2.10,

it follows that there exists y ∈ L∗ such that cdbb = dy
y in Ω1

L|`. Since rK⊆L|k⊆`(ω) = ucdbb
in Ω1

L|`, this proves the desired assertion. �

We also need:

Lemma 5.4. Let k ⊆ K be an inclusion of fields with K finite over k, and let V and W be
codimension-one k-linear subspaces of K. Then there exists α ∈ K∗ such that α · V = W .

Proof. We may assume that K 6= k. Let n = [K : k] > 1, and let v1, . . . , vn−1 be a basis of
V over k. Let α be any non-zero element of K. Then α ·V = W if and only if αvi ∈W for
all 1 ≤ i < n. For each such i, let Wi = (vi)

−1 ·W ⊂ K. Then the Wi are codimension-one
k-linear subspaces of K, and we have α · V = W if and only if α lies in the intersection of
the Wi. In order to prove the lemma, it therefore suffices to check that the Wi intersect
non-trivially. This is clear for dimension reasons, and so the statement follows. �

Now we can prove Lemma 5.2:

Proof of Lemma 5.2. Let b ∈ K be such that K = k(b). The K-vector space Ω1
K|k is

one dimensional, generated by the element db
b . Let φ : Ω1

K|k → K be the unique K-linear

isomorphism which sends the latter element to 1, and let g′ = g ◦ φ : Ω1
K|k → k. Now, if

g(1) = 0, then the lemma holds trivially with ` = k and c = 1. We may therefore assume
that g(1) 6= 0. In this case, the map g′ is non-trivial, and so ker(g′) is a codimension-one
k-linear subspace of Ω1

K|k. At the same time, Proposition 2.6 shows that

(5.3) B1
K|k =

p−1⊕
i=1

k · bidb
b

is also a codimension-one k-linear subspace of Ω1
K|k. In view of Lemma 5.4, it follows that

there exists an element α ∈ K∗ such that B1
K|k = α ·ker(g′) in Ω1

K|k. If a is any element of
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K, we then see that g(a) = 0 if and only if αadbb ∈ B
1
K|k. In particular, since g(1) 6= 0, the

element ω := αdbb ∈ Ω1
K|k does not lie in B1

K|k. Lemma 5.3 therefore implies the existence

of an overfield ` of k and non-zero elements u ∈ ` and y ∈ L := ` ·K such that

(1) ` is finite of prime-to-p degree over k, and

(2) rK⊆L|k⊆`(ω) = udyy in Ω1
L|`.

Let g : L → ` be the unique `-linear homomorphism satisfying g(a) = g(a) for all a ∈ K.
If we can show that g(yi) = 0 for all 1 ≤ i < p, then we can take c = y and the
lemma will be proved. First, note that since ` is separable and finite over k, the natural
L-linear homomorphism β : Ω1

K|k ⊗K L → Ω1
L|` induced by rK⊆L|k⊆` is an isomorphism

by Proposition 2.3. Moreover, in view of (5.3), this map β restricts to an isomorphism

B1
K|k ⊗K L

∼−→ B1
L|`. Now, let g′ : Ω1

L|` → L denote the `-linear composition (g′ ⊗ g) ◦ β−1.
Then, by construction, we have g(a) = g′(adbb ) for all a ∈ L. Moreover, β induces an

isomorphism ker(g′)⊗k ` ' ker(g′). It therefore follows that B1
L|` = α · ker(g′) in Ω1

L|`. In

particular, for any a ∈ L, we see that g(a) = 0 if and only if αadbb ∈ B
1
L|`. Finally, let

1 ≤ i < p, and let 1 ≤ j < p be such that ij = 1 (mod p). Then

αyi
db

b
= uyi−1dy = jud(yi) = d(juyi) ∈ B1

L|`,

and so g(yi) = 0. Since this holds for all such i, the lemma is proved. �

Next, we need the following reduction statement:

Lemma 5.5. Let k ⊆ K ⊆ L be a tower of fields, and let ` be a subfield of L containing
k. Suppose that L is finite of prime-to-p degree over K, and that ` is separable and
algebraic over k. Let ω ∈ Ωn

K|k for some n ≥ 0. Then ω ∈ hK|k
(
kn,p(K)

)
if and only if

rK⊆L|k⊆`(ω) ∈ hL|`
(
kn,p(L)

)
.

Proof. Since the differential symbols are compatible with restriction homomorphisms, the
left-to-right implication is clear. Conversely, if rK⊆L|k⊆`(ω) ∈ hL|`

(
kn,p(L)

)
, then it follows

from Lemma 2.7 and the projection formula (see §2.2 above) that [L : K]ω ∈ hL|`
(
kn,p(K)

)
.

Since [L : K] is invertible modulo p by assumption, the result follows. �

Finally, we need the following basic observation:

Lemma 5.6. Let k ⊆ K be an inclusion of fields of characteristic p > 0 such that Kp ⊆ k.
Let b1, . . . , bn ∈ K be such that [k(b1, . . . , bn) : k] = pn, and let a ∈ K be such that

adb1b1 ∧ . . . ∧
dbn
bn
∈ ν(n)K|k. Then a ∈ k(b1, . . . , bn) and adb1b1 ∧ . . . ∧

dbn
bn
∈ ν(n)k(b1,...,bn)|k.

Proof. Let k′ = k(b1, . . . , bn). Since adb1b1 ∧ . . . ∧
dbn
bn
∈ ν(n)K|k, we have

(5.4) (ap − a)
db1
b1
∧ . . . ∧ dbn

bn
∈ Bn

K|k

(see (2.4) above). Applying the differential d : Ωn
K|k → Ωn+1

K|k to both sides of (5.4), we see

that da ∧ db1
b1
∧ . . . ∧ dbn

bn
= 0 in Ωn+1

K|k , from which it immediately follows that a ∈ k′. To

prove the second statement, we may assume that K is finite over k, say of degree pn+r

for some r ≥ 0. If r = 0, then K = k′, and there is nothing to prove. Otherwise, we
can extend b1, . . . , bn to a p-basis b1, . . . , bn, bn+1, . . . , bn+r of K over k. Since ap − a ∈ k′,
a quick inspection of the additive decomposition of the complex Ω•K|k associated to this
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choice of p-basis (as per (2.2) above) shows that (5.4) already holds over k′. In other
words, we have

(ap − a)
db1
b1
∧ . . . ∧ dbn

bn
∈ B1

K|k.

This means that adb1b1 ∧ . . . ∧
dbn
bn
∈ ν(n)k′|k (again, see (2.4)), as we wanted. �

Now, Proposition 5.1 will follow readily from the following result:

Proposition 5.7. Let k ⊆ K be an inclusion of fields of characteristic p > 0 such that
Kp ⊂ k. Let b1, . . . , bn ∈ K be such that [k(b1, . . . , bn) : k] = pn, and let a ∈ K be such that

ω := adb1b1 ∧ . . . ∧
dbn
bn
∈ ν(n)K|k. Then ω may be expressed in Ωn

K|k as a sum of elements

of the form da1
a1
∧ . . . ∧ dan

an
, where k(a1, . . . , an) = k(b1, . . . , bn).

Proof. By Lemma 5.6, we may assume that K = k(b1, . . . , bn). In this case, proving the
lemma amounts to showing that ω ∈ hK|k

(
kn,p(K)

)
, and we proceed by induction on

n. Now, the K-vector space Ωn
K|k is one dimensional, generated by the element η :=

db1
b1
∧ . . . ∧ dbn

bn
. By assumption, we have

(5.5) apη − ω = (ap − a)η ∈ Bn
K|k

(see (2.4) above). Let k1 = k(b1), and consider the k-linear map g : k1 → Hn(Ω•K|k) =

Ωn
K|k/B

n
K|k defined by the assignment α 7→ αω (mod Bn

K|k). By Proposition 2.6, Hn(Ω•K|k)

is one dimensional over k, generated by [η], and may therefore be identified with k as a
k-vector space. By Lemma 5.2, there exists an overfield ` of k and a non-zero element
c ∈ `1 := ` · k1 such that

(1) ` is finite of prime-to-p degree over k, and
(2) g(ci) = 0 for all 1 ≤ i < p, where g denotes the unique `-linear map `1 → ` '

Hn(Ω•`·K|`) satisfying g(α) = g(α) for all α ∈ k1.
On the other hand, Lemma 5.5 shows that, in order to prove the proposition, we are free
to replace k by `, k1 by `1, K by L := ` ·K and ω by rK⊆L|k⊆`(ω) (note that the latter
element belongs to ν(n)L|` by the compatibility of restriction homomorphisms with the
differentials of the de Rham complex). We may therefore assume that there exists c ∈ k∗1
such that g(ci) = 0 for all 1 ≤ i < p. In other words, we have c ∈ k∗1 such that

(5.6) ciω ∈ Bn
K|k

for all such i. Now, if c ∈ k, then, since Bn
K|k is closed under scalar multiplication by k,

(5.6) (with i = 1, say) implies that ω ∈ Bn
K|k. By (5.5), it then follows that apη ∈ Bn

K|k.

But since Kp ⊆ k, this implies that η ∈ Bn
K|k, which is impossible in view of the fact that

[η] generates the one-dimensional k-vector space Hn(Ω•K|k). It follows that k1 = k(c). In

particular, c, b2, . . . , bn is a p-basis of K over k. Setting

η′ =

{
db2
b2
∧ . . . ∧ dbn

bn
if n > 1

1 otherwise,

it follows that Ωn
K|k is generated over K by the element dc

c ∧ η
′ (if n = 1, this is to be

understood simply as the element dc
c ). In particular, we can write ω = a′ dcc ∧ η

′ for some
a′ ∈ K∗. In direct analogy with (5.5), we have

(5.7) a′p
dc

c
∧ η′ − ω = (a′p − a′)dc

c
∧ η′ ∈ Bn

K|k.
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At the same time, we also have

(5.8) cia′
dc

c
∧ η′ ∈ Bn

K|k

for all 1 ≤ i < p by (5.6). Now, consider the additive decomposition

Ω•K|k =
⊕
α

Ω•K|k(α)

of the complex Ω•K|k associated to the (ordered) p-basis c, b2, . . . , bn of K over k (as per

(2.2) above). By Proposition 2.6 (1), the projection of Bn
K|k to the space Ωn

K|k(0) is trivial.

Applying this to the elements on the left sides of (5.7) and (5.8), respectively, we see that

(5.9) a′ = a′p − v

for some v ∈ V , where V denotes the k1-linear subspace of K generated by the monomials
bα2
2 · · · bαn

n (with 0 ≤ αi < p) having at least one non-zero exponent. In particular, in the
case where n = 1 (whereby V = 0), we have a′ ∈ Z/pZ. Letting m be any positive integer
in the mod-p congruence class of a′, we then have

ω = a′
dc

c
= hK|k({cm})

in Ω1
K|k, and so the desired assertion holds in this case. Suppose now that n > 1. Note

that the set b2, . . . , bn is a p-basis of K over k1. In particular, the K-vector space Ωn−1
K|k1 is

one dimensional, generated by the element r|k⊆k1(η′). Now, in view of the definition of V ,
Proposition 2.6 (2) (applied to the (ordered) p-basis b2, . . . , bn of K over k1) implies that
vr|k⊆k1(η′) ∈ Bn−1

K|k1 . By (5.9), we therefore have

r|k⊆k1
(
(a′p − a)η′

)
= vr|k⊆k1(η′) ∈ Bn−1

K|k1 .

In other words, we have r|k⊆k1(a′η′) ∈ ν(n − 1)K|k1 (see (2.4) above). By the induction
hypothesis, it follows that

(5.10) r|k⊆k1(a′η′) ∈ hK|k1
(
kn−1,p(K)

)
.

Since any element in the kernel of r|k⊂k1 is divisible by dc
c

(
recall that k1 = k(c)

)
, (5.10)

implies that

(5.11) a′η′ ∈ hK|k
(
kn−1,p(K)

)
+
dc

c
∧ Ωn−2

K|k .

Finally, since ω = a′ dcc ∧ η
′, taking the wedge product of (5.11) with dc

c gives

ω ∈ dc
c
∧ hK|k

(
kn−1,p(K)

)
.

Since dc
c ∧ hK|k

(
kn−1,p(K)

)
⊂ hK|k

(
kn,p(K)

)
, this proves what we wanted. �

We can now prove Proposition 5.1:

Proof of Proposition 5.1. Since m = n, every element of V is of the form adb1b1 ∧ . . . ∧
dbn
bn

for some a ∈ K. Since the image of the differential symbol hF lies in ν(n)F , the desired
assertion follows from Proposition 5.7 (applied to the case where K = F and k = F p). �

Finally, we prove Theorem 1.5:
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Proof of Theorem 1.5. By Corollary 2.9, the differential symbol hF induces an isomor-
phism

kn,p(F (X)/F ) ' hF
(
kn,p(F )

)
∩ Ωn(F (X)/F )

for any n ≥ 0. Parts (1) and (2) then follow immediately from Lemma 4.1 and Theorem
4.2, respectively (in the latter case, see also Remark 4.3). In the same way, part (3) follows
from Theorem 4.2 (plus Remark 4.3) together with Proposition 5.1. �

6. The case where p ≤ 3

Lemma 6.1. Let K be a field, let b, λ, µ ∈ K∗, and let c = λa + µ. If c 6= 0, then
{b, c} = {µ, c} − {−λ, c} − {µ, λb} in KM

2 (K).

Proof. Since λb
c + µ

c = 1, we have

0 = {µ
c
,
λb

c
} = {µ, λb

c
} − {c, λb

c
} = {µ, λb} − {µ, c} − {c,−λb}+ {c,−c}

= {µ, λb} − {µ, c}+ {−λ, c}+ {b, c}

in KM
2 (K), as desired. �

Lemma 6.2. Let K ⊆ L be an inclusion of fields with [L : K] ≤ 3, and let u ∈ L∗ be such
that L = K(u). Then every element of L is a quotient of elements of the form λu+ µ for
some λ, µ ∈ K.

Proof. Let a ∈ L. If a = 0, it is clear that a has the prescribed form. Otherwise, let V be
the K-linear subspace of L generated by 1 and u. Then V and a · V are two-dimensional
K-linear subspaces of L, and therefore intersect. This proves the desired assertion. �

Lemma 6.3. Let K ⊆ L be an inclusion of fields with [L : K] ≤ 3. Then, for any n ≥ 2,
we have KM

n (L) = KM
1 (L) ·KM

n−1(K).

Proof. We may assume that n = 2. Let α = {b, c} ∈ KM
2 (L). Since KM

2 (L) is generated
by symbols, it will be enough to show that α ∈ KM

1 (L) ·KM
1 (K) = KM

1 (K) ·KM
1 (L) (here

the latter equality holds by the anti-commutativity of the Milnor ring). If b ∈ K, then
there is nothing to prove. We may therefore assume that b /∈ K. Since [L : K] ≤ 3, we
therefore have L = K(b). In view of Lemma 6.2, we may also assume that c = λb+ µ for
some λ, µ ∈ K. If λ = 0, then there is again nothing to prove. Suppose that λ 6= 0. If
µ = 0, then we have

{b, c} = {b, λb} = {b,−λ}+ {b,−b} = {b,−λ},
and we are done. Finally, suppose that µ 6= 0. Then, by Lemma 6.1, we have

{b, c} = {µ, c} − {−λ, c} − {µ, λb},
and again we are done. This proves the lemma. �

Lemma 6.4. Let K be a field of characteristic p ∈ {2, 3}, and let a1, . . . , am ∈ K be such
that [Kp(a1, . . . , am) : Kp] = pm. Let α = {b1, . . . , bn} (mod p) ∈ kn,p(K) be such that
Kp(a1, . . . , am) ⊆ Kp(b1, . . . , bn). Then α can be written as a sum of elements of the form
{c1, . . . , cn} (mod p) with Kp(c1, . . . , ci) = Kp(a1, . . . , ai) for all i ∈ [1,m].

Proof. We may assume that [Kp(b1, . . . , bn) : Kp] = pn (i.e. that α 6= 0). We may then
also assume that m = n. In this case, we argue by induction on n. The n = 1 case is
trivial. Suppose that n > 1. Since [Kp(a1, . . . , an) : Kp(a1, . . . , an−1)] = p ≤ 3, Lemma
6.3 implies that α can be written as a sum of elements of the form {d1, . . . , dn−1, cn} with
di ∈ Kp(a1, . . . , an−1). and c ∈ Kp(a1, . . . , an). If any such element is nonzero, then
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we necessarily have Kp(d1, . . . , dn−1) = Kp(a1, . . . , an−1), and so we conclude using the
induction hypothesis. �

Lemma 6.5. Let K be a field of characteristic 3 and let a1, . . . , am ∈ K∗ be such
that [Kp(a1, . . . , am) : Kp] = pm. Let L be a quadratic extension of F , and let α =
{c1, . . . , cn−m, bn, . . . , b1} (mod p) ∈ kn,p(L) be such that Lp(b1, . . . , bi) = Lp(a1, . . . , ai)
for all i ∈ [1,m]. Then cK⊆L(α) can be written as a sum of elements of the form
{e1, . . . , en−m, d1, . . . , dm} such that Kp(d1, . . . , di) = Kp(a1, . . . , ai) for all i ∈ [1,m].

Proof. In view of the projection formula and Lemma 6.3, it is enough to treat the case
where n − m = 1. In the case where c1 ∈ K, α is “divisible” by the (mod-p) symbol
{c1, a1, . . . , an defined over K, and we conclude using our main result. So, we may assume
that c1 /∈ K. Since L has degree two over K, we have L = K(c1). Write bn = λc1 + µ for
some λ, µ ∈ K. The case where λ or µ are zero is easily dealt with. Otherwise, we have

α = {µ, bn, . . . , b1} − {−λ, bn, . . . , b1} − {µ, λc1, bn−1, . . . , b1}
by Lemma 6.1. Now by the first case (c1 ∈ K), the transfer of the first two symbols has
the prescribed form. So, it remains to treat the last symbol. If µ /∈ Kp(a1, . . . , an), then
note that this symbol is “divisible” by {µ, a1, . . . , an} (mod p). So, we may assume that
µ ∈ Kp(a1, . . . , an). If µ ∈ Kp(a1, . . . , an−1, then the symbol is trivial, so we are done.
Otherwise, Kp(a1, . . . , an) = Kp(a1, . . . , an−1, µ), and an application of the induction
hypothesis (and the projection formula) yields the desired result. �
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